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Abstract : The production of hydrogen via biophotolysis using algal strain Chlorella vulgaris within an anaerobic batch 

reactor has been studied.This paper presents the development of a model used to predict the production of hydrogen as 

function of time with Artificial Neural Network (ANN). The model reported is based on a multi-layer perceptron function 

neural network (MLP-NN) with a configuration of 3-6-4-1 combined with sigmoid transfer functions tansig,tansig, 

purline and trainlm respectively. The architecture of the model has been designed in order to mimic the inter-

relationship between three input parameters: substrate concentration, medium pH and the media contents of nitrogen 

and phosphate. The ANN model was refined and tested with the use of 48 experiments. The correlation coefficient 

between the experimental data and the model prediction was R
2
= 0.985 for training and testing. The results showed that 

the ANN model successfully predicted the production of hydrogen from Chlorella vulgarisalgal strain and provided a 

high level of accuracy for the training and testing stages with a maximum error of 6% and 2% respectively. 
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I.  INTRODUCTION 

Hydrogen is considered as a key alternative fuel which can help to meet futureenvironmental and energy challenges for 

the planet.  One noted advantage of using hydrogen as a source of fuelis that it is completely free of carbon dioxide 

emissions as compared to conventional fossil fuels. Hydrogen has been proven to be used as a clean transportation fuel 

and for production of electricity via fuel cell [1]. Hydrogen gas can be obtainedvia chemical processes, but the use of 

anaerobic microorganisms to produce hydrogen from biomass has been declared as an innovative and promising 

biotechnology [2]. The bioproduction of fuels from renewable feed-stocks has become a global priority owing to a 

limited resource of petroleum oil, increased environmental concerns and awareness of global warming[3]. One way to 

produce hydrogen biologically is by using microalgae exposed to anaerobic conditions [4,5]. Biohydrogenprocess 

modeling became necessary in order to provide information based on the different factors affecting the process of 

hydrogen production. 

Optimization of experimental methods such as “One-factor-at-a-time”were proven to be ineffective, time and resource 

consuming; these methods donot take into consideration the interaction between these factors. Recently, studies 

investigating the combination of two or moreenvironmental variables for the biohydrogen production process were 

carried which included,pH,substrate concentrations,temperature, pressure and other variables [6-9].The ANN modelis 

suitable for developing bioprocess models without prior understanding of the kinetics of the metabolic fluxes within the 

cell and the cultural environment. Artificial neural networks are densely interconnected processing units that use parallel 

computation algorithms.ANNsare also recognized for connectionism, parallel distributed processing, neuron-computing, 

natural intelligent systems and machine learning algorithms. One of the advantages of using theANN model is their 

capacity in learning from representative examples without providing any special programming modules to simulate any 

special patterns withinthe data set.Thisallows ANN to learn and adapt to a continuously changing environment[10]. 

The ANN models are exclusively data-based and the most widely utilized ANN architecture is the multi layered 

perceptron (MLP-NN) that approximates non-linear relationships existing between multiple causal (input) process 

variables and the corresponding dependent (output) variables[11,12].Literature review showed that a limited number of 

articlesare published with use of ANN models for biohydrogen production [10,13], especially those dealing with studies 

of biohydrogen production using green algae such as Chlorella vulgaris.The objective of this research therefore was to 

construct a suitable model of biohydrogen production by monitoring variables, such as glucose concentration, pH 

andmedia contents of nitrogen and phosphate (referred as N-p). 

 

II. MATERIALS AND METHODS 

 

II.1. Algal strain, culture media and growth conditions 

Chlorella vulgaris stored on agar was obtained from Carolina Biological Supply (Burlington, North Carolina, Catalogue 

No. 15-2075) and grown on Bold’s Basal Medium [14] having the following composition in mgL−1 of deionized water: 

75 K2HPO4, 175 KH2PO4, 75 MgSO4.7H2O, 250 NaNO3, 25 CaCl2.2H2O, 25 NaCl, 50 EDTA Na4, 31 KOH, 5 
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FeSO4.7H2O, 11.4 H3BO3, 1.4 ZnSO4.7H2O, 0.24 MnCl2.4H2O, 0.25 CuSO4.5H2O, and 0.2 Na2MoO4.2H2O. After 

stirring, the pH of the medium is measured and it was 6.9±0.1. 

 

II.2.Experimental set- up 

After filtration the microalgae were transferred to the anaerobic process using sulfur-deficient medium [7,8]. A Duran 

bottle was used as bioreactor,having a nitrogen gas inlet for flushing in order to insure an anaerobic process,and an outlet 

collecting the gas produce by the culture. The hydrogen was produced by the degradation of stored organic compounds 

(glucose) by algae inthe bioreactor. The evolved gas passed through a 5M KOH solutiontoremove thecarbon dioxide and 

was then sent to thegas chromatography (GC)for analysis [15].The growth experiment was performed at room 

temperature using a one liter Erlenmeyer flasks containing 500 ml of Bold's Basal Medium (BBM)[16-18]. Eight 

fluorescent lamps of 20 W were utilized to reproduce natural lightening to help the growth of the algae. 

 

II.3. Analysis methods  

The composition of the evolved gas was analyzed using gas chromatography (GC-17A, Shimazdu) with argon as carrier 

gas. The GC was equipped with a 5A molecular sieve column (Alltech)coupled with a thermal conductivity detector 

(TCD) for the analysis. The packed column was maintained at 80°C and the thermal conductivity detector was set at 

120°C. The biomass cell concentration at the start and the end of the experiment wasdetermined by measuring the optical 

density (O.D) at the 600 nm wavelength using a UV- visible spectrophotometer (Biomate 3S) .The concentration of 

glucose in the medium during the experiment was determined by blood- glucose analyzerby(ACUU-CHECK ACTIVE, 

Roche Diagnostics Corporation)[19]. 

 

II.4. Experimental data and ANN structure 

In this study MLP-NN was considered to predict hydrogen production with time and the selectedthree input parameters 

were:media concentration (N-p)in the culture, substrate concentration and pHof the medium.In this study,the collected 

experimental were used to establish the model.The subsequent effects of concentrations of glucose as the substrate were 

studied atdifferentconcentrations between 5 to 40 g/l.Media concentration (N-p) content of the culturewas increased by 

mole (10%, 20% and 30%)and the range of the medium pH was varied from 6.0±0.2 to 9.0±0.2. The data used in 

establishing the ANN model are shown in Table1. Input and output variables were normalized in the range of (-1, +1) to 

avoid any numerical over flow prior to training, as well as reducing any errors and overall training time [10,22-25]. The 

normalization process was made according to Equations 1and2for both input and output variables, respectively. 

 

Table 1: Range for input and output parameters used in ANN model. 

Variables minimum maximum unit 

Totalcontent (N-p)  10 30 % mole 

initial substrate concentration  5 40 g/l 

initial pH  6 9 ─ 

Xn= 2* 
 𝑋−𝑋𝑚𝑖𝑛  

 𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛  
− 1 (1) 

Yn = 2* 
 𝑌−𝑌𝑚𝑖𝑛  

 𝑌𝑚𝑎𝑥 −𝑌𝑚𝑖𝑛  
− 1 (2) 

 

WhereXnis the normalized input, Xisthe input variable, Ynisthe normalized output, and Yisthe output variable. The scaled 

data was then used to train the ANN model utilizing training and testing stages respectively.In order to accelerate the 

training procedure and to achieve minimum mean square estimation error, the inflow data was normalized. Different 

MLP-NN architectures (while keeping three neurons in the input layer and only one neuron in the output layer) were used 

to examine the best performance. The choice of the number of hidden layers and thenumber of neurons in each layer was 

based on two performance indices The mean square error (MSE) between the experimental and predicted data calculated 

gave the number of neurons in the hidden layers [10, 26-29]. Therefore, this study presented some equations 3,4 and5for 

investigating model performance. These included: mean absolute relative error (MARE), mean absolute error (MAE) 

andmean sum of squares (MSE) and evaluated models by the following: 

 MARE =
1

𝑁
 

 y−y ′  

y
∗ 100  (3) 

   MAE =
1

𝑁

  y−y ′  

N
∗ 100   (4) 

  MSE =
  𝑦−𝑦 ′ 

2

𝑁
   ∗ 100   (5) 

Where, y is the experimental Hydrogen production,y' predicated Hydrogen production by the model and N is the total 

number of data.Correlation coefficientwas obtained by linear correlation between actual and simulated data. The ANN 

was trained using a Matlab platform (7.10.R2010a)to provide the hydrogen yield as a response with different variables 

and wastested with sigmoid transfer function. 
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III. RESULTS AND DISCUSSION 

 

Hydrogen production prediction using ANN 

Fig. 1 shows the structure of the ANN and the type of transfer functions between the input,the hidden layers and the 

output.In this study the feed forward used was a neural network with a multi-layer perceptronmodel (MLP-NN) with a 

configuration of 3-6-4-1 was tested combined with sigmoid transfer functions tansig, tansig, purline and trainlm 

respectively. The sigmoid transfer functions were selected as showing the more accurate estimation byadjusted the 

weights in each layer to reduce inaccuracybased on a trial and error. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 1: Artificial neural network (ANN) configuration. 
 

The model was examined utilizing 48 records with replicates were collected for hydrogen yield from experiments 

associated with three variables such as media concentration (N-p) in the culture, medium pH and glucose concentration 

to achieve the Mean Square Error (MSE) target successfully. The model architecture was re-arranged to consider a total 

of 48 records of hydrogen yield experiments, out of which 30 records were fixed as the training session and the last 10 

records utilized for the testing session. The training process with convergence to the target (MSE) of 0.0001 after 252 

iterations. In fact, it is of high significance to evaluate the performance of the prediction model considering a wide range 

of the stochastic pattern of the hydrogen production. The ANN techniques based on (MLP-NN) proved to have the ability 

to predict any records data experiment [10,33]. 

Fig. 2 presents the prediction of hydrogen yield by ANN with experimental hydrogen yield. It was found that the 

correlation between the experimental hydrogen production data and the hydrogen production as predicted by the ANN 

model for data points. The correlation coefficient was 0.985 that subsequently seen the experimental data with model 

prediction was noted linear and high significant. Results demonstrated that the ANN model ismuch more accurate and 

highlyefficient in achieving prediction errors lower than that obtained from central composite design which is in 

agreement with reference[33,34], who reported that root mean square error and the standard error of prediction for the 

neural network model were much smaller than those for the response surface methodology mode. 
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Figure 2: Hydrogen yield (%) predicted by ANN 

 

In this studythe mean absolute error (MAE), mean square error (MSE) and mean absolute relative error were used 

toassess model predictability utilizing equations (8, 9 and 10) respectively. The result was in the same line that literature 

[10,30, 31- 36], who investigated the effect of temperature, initial pH and glucose concentration on fermentative for 

hydrogen production (by mixed and pure cultures in batch test).The literature found the neural network model much 

higher compared with a traditional approach design statistically. They also estimated the temporal hydrogen evolution for 

three new sets of data and investigated biohydrogen production from glucose within the specified batch studies by 

varying temperatures as well as different initial pH during dark fermentation. This indicated that the neural network 

model had a much higher modelling ability than the response surface methodology model [36]. 

In this work the measured hydrogen with its associated variables over data experiments were used to train the specified 

ANN model both within the training and testing stages. Fig.3 illustrates that the proposed ANN model could provide 

hydrogen yield prediction within error less than 6% during training stage. This model was able to reduce the error in 

predicting hydrogen yield to be less than the ± 5% as shown in Fig.4.On the other hand, during the testing session, the 

ANN model achieve a prediction error lower than 2%. Fig. 6 shows the error in testing stage was more accurate noted at 

2% inclusively. Results based on the ANN model obtained a higher level of accuracy and efficiency in order to achieve 

the prediction error that was agreed to [36], who reported that root MSE and the standard error of prediction for the 

neural network model were much smaller than those for the response surface methodology mode. This also can be 

explained by the highly stochastic pattern experienced.Therefore, the neural networks model with a sigmoid transfer 

function and linear output layer were capable of approximating any function with a finite number of discontinuities [10]. 

Therefore, this result showed that this model could successfully describe the effects of media concentration (N-P), 

medium pH and glucose concentration on the hydrogen yield.  
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Figure 3: ANN model performance for training process of hydrogen yield using ANN. 

 

 
 

Figure 4: ANN model performance for testing process of hydrogen yield using ANN. 

 

IV. CONCLUSION 

 

This study aimed to demonstrate the possibility of adapting ANN to predict temporal hydrogen production using micro-

green algae Chlorella vulgaris with three variables: medium pH, media concentration (N-p) in the culture and glucose 

concentration. ANN model provided significant level of accuracy for prediction with maximum error 6%.Experimental 

data records have been utilized to develop the ANN model. The results showed that the proposed ANN widens the range 

of  hydrogen yield prediction with consideration of different levels of stochastic patterns of the input of up to 48 records 

of hydrogen yield experiments, out of which 30 records were fixed as the training session and the last 10 records for the 

testing session. The results also showed that the proposed ANN model achieved a consistent level of accuracy for 

hydrogen production, while the training and testing stages for prediction was produced within a maximum error of 

(6%,2%) respectively. 

 

ACKNOWLEDGMENT 

This project was funded by deanship research (DSR), King Abdulaziz University. Jeddah, under grand No.(A 

15/472/1434). The authors, therefore, acknowledge with thanks SABIC and DSR technical and financial support. 

 

REFERENCES 

 

[1]W.M. Alalayah, M.S. Kalil, A.H. Kadhum, J.M. Jahim, A. El-Shafie, N.M. Alaug.“Applications of the Box-Wilson 

Design Model for Bio-hydrogen production using Clostridium saccharoperbutylacetonicum N1-4 (ATCC 13564)”, 

Journal of Biological Sciences 13 (14) (2010) 674-682. 

[2]A. Melis, T. Happe, “Hydrogen Production: Green Algae as a Source of Energy”, American Society of Plant 

Biologists 127 (2001) 740–748. 

[3]M.W.W. Adams, E.I. Stiefel, “Organometallic iron: the Key to biological hydrogen             metabolism. Current Opin 

Chem Biol  (2004) 214–220. 

[4]K. Vijayaraghavan, “Trends in hydrogen production –a review”, Journal of Integrative Environmental Sciences 3 

(2004) 255–271. 

[5]C.R. Williams, M.A. Bees, “Mechanistic Modeling of Sulfur-Deprived Photosynthesis and Hydrogen Production in 

Suspensions of Chlamydomonas Reinhardtii”, Biotechnology and Bioengineering (2013) Vol. 9999. 

[6]V. Gadhamshetty, D.C. Johnson, N. Nirmalakhandan, G.B. Smith, S. Deng, “Feasibility of bio-hydrogen production at 

low temperatures in un buffered reactors”, Int. J. Hydrogen Energy  34 (2009) 1233-43. 

[7] H. Hafez, N. Nasr, M.H. El Naggar, G.Nakhla, “Application of artificial neural networks for modeling of 

biohydrogen production, Int. J. Hydrogen Energy  38 (2013) 3189- 3195. 



International Journal of Advance Engineering and Research Development (IJAERD) 
Volume 3, Issue 2, February -2016, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 

 

167 

 

[8]J.H. Hwang, J.A. Choi, R.A.I. Abou-Shanab, A. Bhatnagar, M. Booki, H. Song, “Effect of pH and sulfate 

concentration on hydrogen production using anaerobic mixed microflora”, Int. J. Hydrogen Energy 34 (2009) 9702-

10. 

[9] Y. Shi, G. Gai, X. Zhao, J. Zhu, P. Zhang, “Back propagation neural network (BPNN) simulation model and 

influence of operational parameters on hydrogen bioproduction through integrative biological reactor (IBR) treating 

wastewater”. Hei Long-jiang, China: College of Power and Energy Engineering, Harbin Engineering University. 

2010. 

[10]A. El-shafie, W.M. Alalayah, M.S. Kalil, A.H. Kadhum, J.M. Jahim, “Erratum to: Neural network nonlinear 

modeling for hydrogen production using anaerobic fermentation”, Neural Computing and Applications..  24 (5) 

2014.  p 1229. Doi: 10.1007/s00521-013-1382-2.  

[11]S. Nandi, S. Ghosh, S. Tambe, B. Kulkarni, “Artificial neural-network assisted stochastic process optimization 

strategies”,  AIChE Journal (2001) 47:126. 

[12]V. Gadhamshetty, Y. Arudchelvam, N. Nirmalakhandan, D.C. Johnson, “Modeling dark fermentation for 

biohydrogen production: ADM1-based model Vs. Gompertz model”, Int. J.  Hydrogen Energy 35 (2010) 479-90. 

[13] C.M. Pan, Y.T. Fan, Y. Xing, H.W. Hou, M.L. Zhang, “Statistical optimization of process parameters on 

biohydrogen production from glucose by Clostridium sp. Fanp2”, Bioresour. Technol 99 (2008) 3146–3154. 

[14]S. Agrawal, Y. Sarma, Effects of nutrients present in bold's basal medium on the green alga Stigeoclonium pascheri”, 

Folia Microbiol (Praha) 27(2) (1982) 131-7. 

[15] P. Wooshin, H.H. Seung, E.O. Sang, E.L. Bruce, K. Ins, “Removal of Headspace CO2 Increases Biological 

Hydrogen Production, Environmental Science & Technology”, American Chemical Society (2006) 39 No 12. 

[16] H.W. Bischoff, H.C. Bold, “Phycological studies. IV. Some soil algae from Enchanted Rock and related algal 

species”, University of Texas Publications (1963) 6318, 1-95. 

[17]H.W. Bischoff, H.C. Bold, “Some soil algae from Enchanted Rock and related algal species”, Phycological Studies 

(1963) IV. 1-95. 

[18] H.C. Bold, “The morphology of Chlamydomonas chlamydogama sp. Bull, Torrey Bot. Club 76 (1949) 101-108. 

[19] N. Rashid, K. Lee, Q. Mahmood, “Bio-hydrogen production by Chlorella vulgaris under diverse photoperiods”, 

Bioresource Technology 102 (2) (2011) 2101–2104. 

[20]H. Beyenal, S.N. Chen, Z. Lewandowski, “The double substrate growth kinetics of Pseudomonas aeruginosa”, 

Enzyme Microb. Technol 32 (2003) 92-98. 

[21]C. Tanase, C. Ungureanu, M. Caramihai, O.U.P.B. Muntean, “Scientific Bulletin, Series B: Chemistry and Materials 

Science”, 73 (2011) 4, 105. 

[22]L.M. Zhang, N. Feng, X.B. Zhan, D. Wang, C.L. Chung,“An unstructured kinetic model to study NaCl effect on 

volatile ester fermentation by Candida Etchellsii for soy sauce production, Biotechnology and Bioprocess 

Engineering 17(2)  (2012) 242-249. 

[23] K. Nath, D. Das, “Modeling and optimization of fermentative hydrogen production”, Bioresource Technology 102 

(2011) 8569–8581. 

[24] S. Fouchard, J. Pruvost, B. Degrenne, M. Titica, J. Legrand, “Kinetic modeling of light limitation and sulfur 

deprivation effects in the induction of hydrogen production with Chlamydomonas reinhardtii: Part I. Model 

development and parameter identification”, Biotechnol Bioeng  102 (2009) 232–245. 

[25] M.L. Shuler, F. Kargi, “Bioprocess engineering: basic concepts”. 2
nd

 ed. prentice-Hall- PTR, (2002) 180-183. ISBN:  

9780130819086. 

[26] S.Y. Wu, C.H. Hung, C.N. Lin, H.W. Chen, A.S. Le,e Chang JS. “Fermentative hydrogen production and bacterial 

community structure in high rate anaerobic bioreactors containing silicone-immobilized and self-flocculated sludge”, 

Biotechnol Bioeng. 93 (2006) 934–46. doi: 10.1002/bit.20800. 

[27]J. Sola, J. Sevilla, “Importance of input data normalization for the application of neural   networks to complex 

industrial problems”, Trans Nucl Sci. 44(3) (1997) 1464-8. 

[28] H.R. Maier, G.C. Dandy, “Neural networks for the prediction and forecasting of water resources variables: a review 

of modelling issues and applications”, Environ. Modelling Software 15 (2000) 101–24. 

[29] J.L Wang, W. Wan, “Optimization of fermentative hydrogen production process using genetic algorithm based on 

neural network and response surface methodology”, Int. J. Hydrogen Energy  34 (2009) 255 – 261. 

[30] W.M. Alalayah, Y.A. Alhamed, A.A. Alzahrani, G. Edris, Influence of culture parameters on biological hydrogen 

production using green algae chlorella vulgaris”, Revista de Chimie –Bucharest 66 (6) 2015 788-791. 

[31] N. Kumar, P.S. Monga, A.K. Biswas, D. Das, “Modeling and simulation of clean fuel production by Enterobacter 

cloacae IIT-BT 08”, Int. J. Hydrogen Energy 25(2000) 945–52. 

[32] J.I. Horiuchi, T. Shimizu, K. Tada, T. Kanno, M. Kobayashi, “Selective production of organic acids in anaerobic 

acid reactor by pH control”, Bioresource Technol. 82 (2002) 209-213. 

[33] D. Das, K. Nath, A. Kumar, M. Muthukumar, “Kinetics of two-stage fermentation process for the production of 

hydrogen”, Int. J. Hydrogen Energy   33(2008) 1195-1203. 

[34] L. He, Y.Q. Xu, X.H. Zhang, “Medium factor optimization and fermentation kinetics for phenazine-1-carboxylic 

acid production by Pseudomonas sp. M18G”, Biotechnology and Bioengineering 100 (2008) 250-259. 

http://link.springer.com/search?facet-author=%22Li-Min+Zhang%22
http://link.springer.com/search?facet-author=%22Jie+Feng%22
http://link.springer.com/search?facet-author=%22Chi-Chung+Lin%22


International Journal of Advance Engineering and Research Development (IJAERD) 
Volume 3, Issue 2, February -2016, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 

 

168 

 

[35] K.S. Lee, Y.F. Hsu, Y.C. Lo, P.J. Lin, C.Y. J.S. Lin, Chang,“Exploring optimal environmental factors for 

fermentative hydrogen production from starch using mixed anaerobic microflora”, Int. J Hydrogen Energy  33 

(2008) 1565–1572. 

[36] J. Wang, W. Wan, “Application of desirability function based on neural network foroptimizing biohydrogen 

production process”, Int. J. Hydrogen Energy 34 (2009) 1253–1259. 


