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Abstract – Social network has become a very popular way for internet users to communicate and interact online. Users 

spend plenty of time on famous social networks (e.g., Facebook, Twitter, etc.), reading news, discussing events and 

posting messages. Unfortunately, this popularity also attracts a significant amount of spammers who continuously expose 

malicious behavior (e.g., post messages containing commercial URLs, following a larger amount of users, etc.), leading 

to great misunderstanding and inconvenience on users' social activities. Hence, we have studied a supervised machine 
learning and based on that, solution is proposed for an effective spammer detection. The traditional procedure for work 

is to collect a dataset and then construct a modeled based dataset and manually classify the users. It is quite time 

consuming. So, we have proposed a system which would comprise of Bagging and Boosting for classification along with 

Support Vector Machine. 
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I.  INTRODUCTION 
Generally, data mining (sometimes called data or knowledge discovery) is the process of analyzing data from 

different perspectives and summarizing it into useful information - information that can be used to increase revenue, cuts 

costs, or both. Data mining software is one of a number of analytical tools for analyzing data. It allows users to analyze 
data from many different dimensions or angles, categorize it, and summarize the relationships identified. Technically, 

data mining is the process of finding correlations or patterns among dozens of fields in large relational databases. 

Data mining consists of five major elements: 

 

 Extract, transform, and load transaction data onto the data warehouse system. 

 Store and manage the data in a multidimensional database system. 

 Provide data access to business analysts and information technology professionals. 

 Analyze the data by application software. 

 Present the data in a useful format, such as a graph or table. 

 

The impact of social spam is already significant. A social spam message is potentially seen by all the followers and 

recipients׳ friends. Even worse, it might cause misdirection and misunderstanding in public and trending topic 
discussions. For example, trending topics are always abused by spammers to publish comments with URLs, misdirecting 

all kinds of users to completely unrelated websites. Because most social networks provide shorten service on URLs 

inside message, it is difficult to identify the content without visiting the site. There has been a few proposals from 

industry and academia, discussing possible solutions for spam detection and filtering. However, they are either 

ineffective or based on too much considered conditions (e.g., a lot of content and behavior feature, etc.)[1]. 

Globally 75.9% of email messages are spam. Similarly, for the social networks the current state of spam is worsening and 

more rigorous efforts are required to stop them in an effective manner. Nowadays, spammers are trying a new approach 

to gain access through Facebook events. Generally, Facebook events are used by the spammers to invite users with bogus 

titles, e.g., ―check out who viewed your profile.‖ Although, these links direct to valid Facebook event pages, once a user 

views more information, the malicious link is displayed . Similarly, botnets, worms, and viruses have emerged on OSNs. 

The study of spam done point out different strategies used by bots to launch successful spam campaigns. Such spam 
campaigns consists of a single spammer having multiple accounts on OSNs, which increases the chance of a user being 

exposed to spam[2]. 

II. SPAM DETECTION IN SOCIAL MEDIA 

The main objective for spam detection is its widespread prevalence in each and every field relating to social media. 

Where ever there is social network, there are some of the drawbacks such as intruders, attackers, hackers, etc. who try to 

steal our data and include spam. Spams are not only a hindrance but it also is a misleading thing which can create a lot of 

problems to people using social media. 

 Our objective is to detect such spam and to do so for a huge amount of data with higher level of accuracy and in a time-

efficient manner.  

 

III. SUPPORT VECTOR MACHINE FOR CLASSIFICATION 

In machine learning, support vector machines are supervised learning models with associated learning algorithms that 
analyze data used for classification and regression analysis. Given a set of training examples, each marked for belonging 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
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to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the 

other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points 

in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. 

New examples are then mapped into that same space and predicted to belong to a category based on which side of the 

gap they fall on [16]. 

In addition to performing linear classification, SVMs can efficiently perform a non-linear classification using what is 
called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces. 

When data are not labeled, supervised learning is not possible, and an unsupervised learning approach is required, which 

attempts to find natural clustering of the data to groups, and then map new data to these formed groups. The clustering 

algorithm which provides an improvement to the support vector machines is called support vector clustering and is often 

used in industrial applications either when data is not labeled or when only some data is labeled as a preprocessing for a 

classification pass[16]. 

 

Advantages of using Support Vector Machines 
[16] 

 

SVMs can be used to solve various real world problems: 

 SVMs are helpful in text and hypertext categorization as their application can significantly reduce the need for 

labeled training instances in both the standard inductive and transductive settings. 

 Classification of images can also be performed using SVMs. Experimental results show that SVMs achieve 

significantly higher search accuracy than traditional query refinement schemes after just three to four rounds of 

relevance feedback.  

 SVMs are also useful in medical science to classify proteins with up to 90% of the compounds classified 

correctly. 

 Hand-written characters can be recognized using SVM. 

 

Disadvantages of Support Vector Machines 

 

It takes almost an hour or more in the process of model training for even a small dataset. Hence, the biggest limitation is 

time. 

IV. RELATED WORK 

There are following papers referred as the literature survey. These all papers include the advantages and 

limitations. 

A. Detecting Spammers on Social Networks
[1]

 

In this paper, a supervised machine learning based solution is proposed for an effective spammer detection. The main 

procedure of the work is: first, collect a dataset from Sina Weibo including 30,116 users and more than 16 million 

messages. Then, construct a labeled dataset of users and manually classify users into spammers and non-spammers. 

Afterwards, extract a set of feature from message content and users' social behavior, and apply into SVM (Support 

Vector Machines) based spammer detection algorithm. The experiment shows that the proposed solution is capable to 

provide excellent performance with true positive rate of spammers and non-spammers reaching 99.1% and 

99.9%respectively 

B. A Generic Statistical Approach for Spam Detection in Online Social Networks 
[9]

 

The study is based on real datasets containing both normal and spam profiles crawled from Facebook and Tweeter 

networks. We have identified a set of 14 generic statistical features to identify spam profiles. The identified features are 

common to both Facebook and Twitter networks. For classification task, we have used three different classification 

algorithms Naive Bayes, Jrip, and J48, and evaluated them on both individual and combined datasets to establish the 

discriminative property of the identified features.[2].  

 described spam detection techniques, different steps for spam detection. In the fifth section described methodology of 

spam detection and then the different spam feature extraction [2]. 

C. Spam Detection and Filtration using Data Mining for Social Networking Sites 
[2]

 

The complete process is divided into six tasks explained as follows:  

Task 1: First of all we have to extract and fetch the Facebook comments to our local machine.  

Task 2: After storing comments we need to parse each comment.  
Task 3: Next to parsing of data is the tokenizing of comments for proper structuring.  

Task 4: After tokenization of the comments we need to check for its spam classification. If it contains URL check for                                                                                              

suspicious URLs (URL Features: Number of (.), special URLs etc.) If it not contains URL check for suspicious word by 

comparing with spam keyword stored in database. 

 Task 5: Determine whether a comment on aspect is spam, no spam or neutral. 

Task 6 Produce all messages expressed in document based on results of the above tasks 

This paper Demonstrates the data mining approach on OSNs 
[2]

 (Online Social Networks) to detect the spam on data 

generated from feedbacks, comments to produce a categorized summary of messages. For the spam detection, the spam 

https://en.wikipedia.org/wiki/Probabilistic_classification
https://en.wikipedia.org/wiki/Binary_classifier
https://en.wikipedia.org/wiki/Linear_classifier
https://en.wikipedia.org/wiki/Kernel_trick
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word dataset, URL blocking, keyword blocking is applied on rendered message. Then, the data mining or text 

classification algorithm is used to detect the overall spam [3]. 

D. Techniques to Detect Spammers in Twitter-A Survey
[4]

 

In this paper the techniques available for detection of spammers in Twitter have been presented along with their analysis 

and comparison. This paper is structured as follows: Section 2 describes methodology used to carry out this review; 

followed security issues in OSNs which have been briefed in Section 3; Section 4 presents definition of spammers and 
their motives; Introduction to Twitter and its threats has been covered in Section 5; Section 6 is about the motivation 

behind this survey paper; Section 7 covers the attributes that can be used for detection purpose; Section 8 reviews the 

work done by various researchers with a comparative analysis [4]. 

 

V. PROPOSED WORK 

From the papers reviewed it can be concluded that most of the work has been done using classification approaches like 

SVM, Decision Tree, Naive Bayesian, and Random Forest. Detection has been done on the basis of user based features or 

content based features or a combination of both. We have also introduced new features for detection. All the approaches 

have been validated on very small dataset and have not been even tested with different combinations of spammers and 

non-spammers. Combination of features for detection of spammers has shown better performance in terms of accuracy, 

precision, recall etc. as compared to using only user based or content based features. 

 
 

 
Figure 1: Block Diagram of Proposed Work 

 

VI. CONCLUSION 

 
The Support Vector Machine method is one of the best approaches for classification in spam detection. We have 

analyzed the drawbacks and tried to propose a new approach that overcomes the drawbacks of conventional methods. 

The bagging and boosting methods help us train the model quite faster and hence improving efficiency along with 

accuracy. 

A new proposed approach is designed for spam detection that gives more accurate result along with less time and manual 

efforts. 
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