
 International Journal of Advance Engineering and Research 
Development 

Volume 5, Issue 02, February -2018 
 

@IJAERD-2018, All rights Reserved  87 

Scientific Journal of Impact Factor (SJIF): 5.71 
e-ISSN (O): 2348-4470 
p-ISSN (P): 2348-6406 

AN EFFICIENT COMPARISION OF DATA CLASSIFICATION 

ALGORITHM FOR ANALYSIS OF IRIS DATA SETS 
 

1
R.S.SANJUVIGASINI, 

2
DR.R.SHANMUGAVADIVU 

  

1
Department of Computer Science, PSG College of Arts and Science,Coimbatore,India 

2
 Department of Computer Science, PSG College of Arts and Science,Coimbatore,India 

 

Abstract- Data Mining techniques are helpful in finding out patterns between data attributes and the results in 

probalistic prediction of the label attribute.Classification is the major task in data mining. In this paper we discuss about 

comparing the Decision Tree and Naïve Bayes classification algorithms. The Example data set used from repository sited 

depending upon the number of instance. We allpy it on different data set to analysis of accuracy of the algorithms. This 

paper helps to get a clear idea on this algorithm which is based on the evaluation of various methodology driven by 

Rapid Miner tool while equating Precision, Recall and Accuracy. 
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I. INTRODUCTION 

 

Classification of a label attribute is choosen based on the number of instance. Each of the datasets is categorised on 

IRIS datasets. We classify this iris datasets with the two different classifier Naïve Bayes and Decision Tree.This process 

helps in finding patterns between and results in a probalistics predictive attribute. The parameters for judging the 

algorithms are precision, accuracy and recall. It is helpful when training data used instead of testing the data. To find the 

value of accuracy, precision , recall of the particular algorithm.  For study purpose we implement iris dataset and 

compare   precision ,recall Roc Curve parameters.  

 

Data Mining is the field of finding knowledge for identifying and classifying several data. Classification is the 

process of grouping or spliting data into similar groups based on the criteria. By using this classification techniques we 

are finding the accuracy of data which we gathered. Classification in data mining is the task to identify the accuracy, and 

predict to new classes using several techniques. By using Data mining tool we compare the two classification algorithm 

for our convinent. 

 

Classification of large database can be little difficult but by using Naïve Bayes  and Decision Tree Induction 

algorithm to classify IRIS data based on the accuracy of data. By comparing this two classification algorithms we simply 

identify the performance, accuracy of each algorithm which finally show the better algorithm.   

 

The main objective is to find the accuracy of data based on the data set which we gave. Classification is has 

become more important in finding the accuracy of large data sets.The IRIS data we use to compare the attribute and to 

measure the length and width such as Sepals and Petals. This  is named from the flower IRIS. The attributes where 

considered as the petels of this iris flower.  

 

Whereas analysis of these data sets using data mining  techniques are  used to find and predict the data 

Accuracy. Which in turn helps us to preserve our data safe and secure.Different range  of  data sets may  results  different  

accuracy  depends   on   tools   used   for   implementation.Eventhough applying classification techniques to assist cloud 

data leads to the privacy concern into to the great demand. Here we define accuracy of data and also the performance 

calculation of two algorithms. 

 

Here we are using the Rapid Miner software to predict the accuracy of Classification algorithms. In this 

comparsion we use Lift Chart and ROC curve in which it displays the Accurate value of classification theorm. 

 

II. LITERATURE REVIEW 

 

Author Li Liu, Murat Kantarcioglu and Bhavani Thurasingham discussed about the securing of data using decision tree 

algorithm. . It is classified with the perturbed data set, and this process improves the accuracy of data. It also reduce the 

costs off communicatio and computation compared to any other  cryptographici services They also provide the direction 

for mapping the data mining functions instead of reconstructing the original data which provide more privacy with less 

cost [3].  

 Author Ahmad Ashari, Paryudi, Min tjoa describes about the performance of various classification algorithm for 

an alternative design in an energy simulation tool. This shows there is possible way of comparing multiple algorithms. As 
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per the comparision of decision tree, naive bayes, K-Nearest Neighbour algorithm the accuracy of decision tree is better 

than the other algorithms [4].  

 

Author Sagar S.Nikam has defined the comparitive study on classification techniques which mainly focus in the 

performance analysis of classification algorithms and its Limitations. Also focus on classifying data into different classes 

according to some constraint. The first approach is the Statistical approach which is classical approach works on linear 

discrimination. The second is Machine Learning which helps to solve more complex problems and third approach is 

Neural Network shows the diverse source ranging from the understanding and emulating the human brain to border 

issues of human abilities [6]. 

  

Author Rachna Raghuwanshi has describe about performance of the Naïve bayes classifier and Decision Tree with the 

Fire Data Set to compare the accuracy. Where as the problem with Cross Validation is avoided [7]. 

 

Author XHEMALI, J.HINDE, G.STONE precises on the automatic analysis and classification of attribute data from 

training course web pages. They choose Naive bayes, Decision Tree, Neural Network algorithm to classify the best data 

with same data set.  As per the result gained the accuracy of naive bayes is more accurate than any other classification 

algorithm [8]. 

 

Author Bhaskar N.Patel, Satish G. Prajapati, Dr.Kamaljit I. Lakhtaria describes the classification is the categorization of 

data into different category based on some rules. The classification of data with decision tree is the pictorial view, and 

categorizing is easier, accuracy is better than othe classification algorithm [11]. 

 

III. METHODOLOGY 

3.1 INTRODUCTION  

 Classification of one label attribute is choosen based on the number of instance. Each of the data sets is IRIS 

dataset. The IRIS data set is classified under the tool called Rapid Miner. This process helps in finding out the patterns 

between and results in a probalistics predictive attribute.  The two different datasets are used from the repository sites 

based on the number of instances. These instances where applied in a two different classifiers like Decision Tree, Naive 

Bayes to identify the Precission, Accuracy, Recall for large datsets.   

  

3.1.1 IRIS DATASETS 

  IRIS DataSet is the multivariate data set which was introduced by British statistician and biologist 

RonaldFisher. It is also known as Edgar Anderson collected the data to quantify the mophologic variation of Iris Flower 

of three related specises. 

 

 
Figure 3.1 IRIS FLOWER 

The f i l e  i r i s . csv  co nta ins  the  da ta  fo r  thi s  example  in  co mma seppara ted  va lues  (CSV)  

format .  A sample  o f  the  content s  o f  tha t  f i le  i s  l i s ted  be lo w.  
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Figure  4 .2  I r i s  f lo wers  da tase t .  

  

                  The arrtibute value of IRIS data are:    

1 .  sepal_ length :  Sepal  length,  i n  cen t imeters ,  used  as  inpu t .  

2 .  sepal_width :  Sepal  wid th,  i n  cen t ime ters ,  used  as  inp ut .  

3 .  peta l_ length :  Pe ta l  length,  i n  cen t imeters ,  used  as  inpu t .  

4 .  peta l_width :  Pe ta l  wid th,  i n  cent imeter s ,  used  as  inp ut .  

5 .  setosa :  I r i s  se to sa ,  t r ue  o r  f a l se ,  used  as  t a rge t .  

6 .  versico lo ur :  I r i s  ver s ico lour ,  t r ue  o r  fa l se ,  used  as  ta rge t .  

7 .  virg inica :  I r i s  v i rg in ica ,  t rue  o r  fa l se ,  used  as  t a rge t .  

8 .   

 
Figure  3 .2 :  IRIS Flo wer Sepal  (Length and  Width)  and  

 Peta l  (Leng th and  Wid th)  

3.2 Naïve Bayes Classifier 

 NB Classifier is used as a knowledge accumulator during training and testing data. This helps to classify and 

sense unseen data. It also identify and responsible for extracting all suitable features.  NB classifiier calculate the most 

possible output based on input. Naïve bayes is the bettrt probabilistic classifier it consider the presence of a particular 

features of a class. 

1. Let D be the training set of tuples and their associated class labels. As usual, each tuple is represented 

by an n-dimentional attribute vector, X=(x1, x2, x3,….xn) depictiong n measurements made on the tuple 

from n attributes, respectively, A1,A2,A3,….An. 

2.  If there are m classes, C1,C2,C3,…..Cm. Given tuple ,X, the classifier will predict that X belongs to the 

class having the highest posterior probability, conditioned on X. That is, the Naïve Bayes classifier 

predicts that tuple X belongs to the class Ci if and only if  

P(Ci|X)> P(Cj|X) for 1 ≤ j ≤ m, j≠i. 

 

3.3 Factor considered for calculating Performance of Classifiers 

 Accuracy of classifiers are compared based on the Precision, Accuracy, Recall, False Positive rate ande True 

Negative rate. The RapidMiner tool provide powerful platform which gives integrated environment for data mining. The 

average measure is taken as the overall maesure for classifiers.  

  

The over all precision for a classifier for a given dataset, average of precision of both classes is calculated. Bayes 

theorem provides a way of calculating the posterior probability, P(c|x), from P(c), P(x), and P(x|c). Naive Bayes 

classifier considers that the effect of the value of a predictor (x) on a given class (c) is independent of the values of other 

predictors.  
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P(c|x) =  

P(c|X) = P(x1|c) * P(x2|c) * ………. *P(xn|c)*P(c) 

 

P(c|x) is the posterior probability of class given predictor od class. 

P(c) is called the prior probability of class 

P(x|c) is the likelihood which is the probability of predictor of given class 

P(x) is the prior probability of predictor of class. 

  

3 .3 .1  Accuracy  

Accuracy i s  t he  ca lcula t ion o f  number  o f  ins tance  pred ic ted  posi t ive ly d ivided  b y Tota l  number 

o f  I ns tances . That  i s  accuracy i s  t he  percentage  of  the  accura te ly  p red ic ted  c la sses  a mong the  

to ta l  c la sses . The  accuracy i s  def ined  as  Accuracy =  ( (T rue  Posi t ive  +  T rue  Negat ive) /  (P  +  

N))*100   

  

3 .3 .2  Prec is io n  

Prec is io n i s  t he  exca t  va lue  o f  t rue  c la ss  x  which i s  kno wn as  po s i t ive  p red ic t ive  va lue . The  

propor t ion of  having t rue  p os i t ive  and  the  to ta l  c la ss i f ied  a s  c la ss  x .  P rec is io n =  (T rue  

Posi t ive . (T rue  Posi t ive  +  Fa l se  Posi t ive) )  *  100  

  

3 .3 .3  Recal l   

Reca l l  dea l s  wi th  the  sensi t ive  da ta . I t  re turns  the  mo st  re levant  da ta  and  the  par t  o f  document  

which i s  re levant  a s  the  re su l t  f ro m q uery.  Reca l l  =  (T rue  Posi t ive . (T rue  Posi t ive  +  Fa l se  

Negat ive) )  *  100   

  

3 .3 .4  True Po si t ive  

True  posi t ive  a re  the  p osi t ive  tup le s  which ar e  cor rec t ly  labe l led  b y the  c lass i f ie r s .  P ropor t ion 

ca tegor ized  as  c la ss   x . P ro jec ted  by the  modu le  tha t  a re  P red ic ted  p osi t ive ly as  re sul t s T rue 

Posi t ive  ra te  =  (T rue  Posi t ive / (T ruePosi t ive  +  Fa lse  Negat ive) )*100  

  

3 .3 .5  False  Posi t ive  

 Fa l se  Posi t ive  i s  t h  p ropor t ion incor rec t ly  ca t efor ized  as  c lass  x  o r  the  ac tua l  to ta l  o f  c la sse s ,  

excep t  X. I t  i s  i ncor rec t ly  p red ic t ed  co mpared  or igina l  resu l t s . Fa l se  Posi t ive  ra te  =  (Fa l se  

Posi t ive /  (Fa l se  Posi t ive+True  Negat ive) )*100  

 

3 .3 .6  F-M easure  

It is categorized to for F-measure by combining Precision and Recall. 

 

3.4 Performance Measure 

The experiments in this research are evaluated using the standard metrics of accuracy, precision, recall and fmeasure for 

Web Classification [8]. These were calculated using the predictive classification table, known as Confusion Matrix 

(Table 4.1). 

 

  

PREDICTED 

IRRELEVANT RELEVANT 

 

ACTUAL IRRELEVANT TN FP 

 RELEVANT FN TP 

Table 3.1: Confusion Matrix 

 

Considering Table 3.1: 

TN (True Negative)       Number of correct predictions that an instance is irrelevant 

FP (False Positive)        Number of incorrect predictions that an instance is relevant 

FN (False Negative)      Number of incorrect predictions that an instance is irrelevant 

TP (True Positive)         Number of correct predictions that an instance is relevant 
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IV. RESULTS AND DISCUSSION 

  

Implementation  of  Comparision of Decision Tree and Naive Bayes algorithm using Rapid Miner. All the classifiers 

were trained and tested and consisting of a total of abouve 4000 unique features. The naïve bayes classifier gives the 

highest accuracy of  95.20% where as  Decision Tree gives 98.9% accuracy. As per our research we  have proved that 

the data which we choose is more accurate than Naïve bayes algorithm. In which theLift and ROC   chart shows that   the 

data is more secured while comparing to Naïve bayes algorithm. Because the   tree model is more easy and accurate  to 

calculate the data. 
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