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Abstract- With the Extensive use of distributed system on one hand and quick deployment of mobile computing and with 

communication infrastructure, it becomes important to link both technologies together. Mobile computing system is a 

distributed system having of few static as well as mobile nodes that are connected to each other with a communication 

range.A distributed system is a collection of processes that communicate with each other by exchanging messages. A mobile 

distributed computing system is a distributed system where the some of the processes are run on Mobile Hosts(MHs).Mobility 

presents several unique aspects like limited band width and limited battery power and limited storage and frequent 

disconnection of mobile nodes. Thereforecheck pointing techniques deal with fault tolerance for distributed systems.Check 

pointing technique is one of the solution for above discussed issues. In this paper we are implementing coordinating check 

pointingtechnique.The check pointing, processes take checkpoints in such manner that the resulting global state is consistent. 

Actually it follows two phase commit structure. In the first phase, processes take uncertain checkpoint and in the second 

phase, there are maid permanent. The advantage is that only one permanent check point and maximum one tentative 

checkpoint to be stored. A permanent checkpoint con not undone.it assurances that the calculation needed to reach the check 

pointed state will not be repeated.A coordinator takes a checkpoint and broadcasts a request message to all processes, telling 

them to take a checkpoint. 

 

Keywords- Distributed system, coordinated check pointing, Synchronous Check pointing. 

 

I. INTRODUCTION: 

 

Mobile distributing system is combination of few Mobile Support Stations (MSSs) and Mobile Hosts (MHs). MSSs are 

linked with secure constant network and MHs are connected with Wireless distribution link. A distributed system is a 

collection of processes that communicate with each other by exchanging messages. The mobile Heads (MHs) mobility given 

some constrains like e.g. Battery Power and resources, Band Width,memory etc. unlike in Distributed systems current 

approaches on check pointingscheme cannot overcome these problems. Later we need modification on check pointing 

scheme [1]. The Frequent Disconnection of Mobile Heads from Mobile Support Stations makes more vulnerable to failures. 

Check pointing scheme cost in distributed systems have 2 components like i) to search Mobile Heads and ii) To save 

checkpoints. In coordinated Checkpointing scheme Mobile Heads communicate itself through coordination messages.A 

better algorithm should take care of reducing coordination messages. In proposed Approach along with this we have mixed 

remains information of MHs in each MSS with the basic dependency info at each MH so that conversation information 

overhead can be reduced as well as no. of checkpoints. In this Approach after checkpoint induction, checkpoint request 

message is dispatched to the MHs depending on the organizer during that particular checkpoint interval. Dependent MHs are 

thought to be to be 5% of the total MHs in the system. Hence in this mechanism communication information vs. no of mobile 

hosts gives a much flatter feedback. Hence this strategy is acceptable for mobile computing system consisting of a large 

variety of MHs. At the end some optimizations achieved are mentioned and whole work is concluded. The diversity and 

flexibility introduced by mobile computing utilizing wireless networks bring a new set of unique challenges in the area of 

fault tolerant computing [3].  Wireless networks are typically slow, get congested frequently, and are more error prone. On 

the other hand, mobile computers are resource starved because of their limited processing power, storage capacity, and 

battery power.  Also, the failure characteristics of a mobile computer vary widely from a simple crash of the operating system 

or loss of volatile memory (system failures) to irreparable failures involving damage of the system due to mishandling 

(permanent failures)[4]. 
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II. RELATED WORK: 

 

The previous work on mobile nodes in a distributed System introduces new problems that need better handling when 

designing a checkpointing algorithm for different systems, these problems are like mobility, disconnections, finite power 

source, Vulnerable to physical damage and lack of stable storage[5]. The position of Mobile Heads in the network, as 

signified by its current local MSS, changes with time. The checkpoint scheme is that send control messages to MHs, will 

need to first locate the MH within the network, and there by incur a search overhead[6]. Due to misbehavior of mobile 

computers to disastrous failures, disk storage of an MH is not acceptably balanced for storing message logs or local 

checkpoints. Checkpointing schemes need to therefore, rely on another stable archive for a MH‟s local checkpoint. 

Disconnections of one or more MHs should not prevent recording the global state of a demand executing on MHs. It should 

be noted that discontinuity of an MH is a voluntary action, and frequent disconnections of MHs is a likely feature of the 

roving computing environments. The battery at the MH has insufficient life. To save energy, the MH can power down 

individual components during times of low Performance. This approach is known as the doze mode operation. The MH in 

doze mode is awakened on collecting a message. Therefore, strength conservation and low frequency constraints need the 

checkpointing algorithms reducing the number of synchronization messages and the number of checkpoing. Another new 

problem make current checkpointing algorithm is unsuitable to checkpoint mobile distributed system. A lot of Research work 

done for this issues one of the Prakash-Singhal implemented a good checkpointing protocol for mobile distributed system 

should have low memory Expenses on Mobile Heads, and low over heads on wireless channels and should evade growing of 

an MH in doze mode operation. The disconnection of MHs should not lead to unlimited wait state. Also the algorithm should 

be non- disturbing, coordinated,and should force minimum number of processes to take their local checkpoints. And one of 

the attractive approach is minimum-process coordinated checkpointing is presented fault tolerance in mobile distributed 

system transparently. It avoids some components like domino-effect, minimizes stable storage requirements, and forces only 

least interacting process to checkpoint. To recover from failure the process restarts its execution. Although there are some 

issues on blocking of processes takes place or some useless checkpoints are taken. 

 

III. IMPLEMENTATION WORK: 

 

In the system model that consists of both fixed and Mobile Hosts (MHs) interconnected by a backbone network. Actually in 

the given time a Mobile Host can be directly connected to at least on fixed or static host. And also it referred to MSS [8].An 

Mobile Head (MH) can communicate with the remaining system through the MSS it is connected to. And also the system 

does not have any of shared memory. One of the main approach to solve previous work issues here we are discussing about 

coordinated or synchronous checkpointing process. In coordinated or synchronous checkpointing, processes take checkpoints 

in such manner that the resulting global state is consistent. Mostly it follows two-phase commit structure. In the first phase, 

processes take tentative checkpoints and in the second phase, these are made permanent. The main advantage is that only one 

permanent checkpoint and at most one tentative checkpoint is required to be stored. With the permanent checkpoint 

guarantees that the computation needed to reach the checkpointed stage will not be repeated. A coordinator receives a 

checkpoint and broadcasts a request message to all processes, asking them to take a checkpoint. When a process receives the 

information, it stops its implementations, flushes all the conversation channels, takes an unsure checkpoint, and sends an 

acknowledgement message back to the organizer. After the coordinator receives acknowledgements from all operations, it 

broadcasts a give message that completes the two-phase checkpoint protocol. On receiving commit, a process converts its 

tentative checkpoint into permanent one and discards its old permanent checkpoint, if any. The process is then free to resume 

execution and swap messages with other operations. The coordinated check pointing protocols can be classified into two 

types: blocking and non-blocking [9]. In blocking algorithms, as mentioned above, some blocking of processes endure during 

check pointing. In non-blocking algorithms, no blocking of processes is required for checkpointing. The coordinated 

checkpointing algorithms can also be classified into following two categories: minimum-process and all process. A non-

blocking checkpointing algorithm does not require any process to suspend its underlying computation. When processes do 

not suspend their computations, it is possible for a process to receive a computation message from another process which is 

already running in a new checkpoint interval. If this situation is not properly dealt with, it may result in an inconsistency [10]. 

Furthermore based on a new concept “z-dependence” we implement checkpoint overhead. 
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SYSTEM ARCHITECUTE: 

 
Fig.1 Architecture for checkpointing 

 

Fig.1 shows that taking a checkpoint is expensive and the algorithm discussed may take unnecessary check points. 

 

 
Fig.2 No. of Checkpoints vs. No. of MHs 

 

Fig.2 shows Ratio of rate of increase in no. of coordination messages with rate of increase in no. of MHs is much less. Hence 

our scheme sustains low overhead property in a system having large no. of MHs. 

 

IV. CONCLUSION: 

 

In this work we have described a coordinated checkpointing algorithm that ensures global consistent set of checkpoints along 

with decreasing overheads in terms of coordination information and no. of checkpoints. Another remarkable achievement of 

this approach is that MHs can take checkpoints independently depending on local information. Hence this work is free from 

the disadvantages of blocking algorithms. Based on a new concept “z-dependence,” we proved a more general result: There 

does not exist a non-blocking algorithm that forces only a minimum number of processes to take their checkpoints. A large 

number of algorithms have been proposed to decrease the overhead connected with coordinated check pointing. 
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