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Abstract--In this project, a voice-activated robot arm with intelligence is presented. The proposed system consists of 

microcomputer, alexa voice activated hardware with a controller. The proposed robot is capable of understanding the  

meaning of natural English language commands and also it can able to to do such  

mathematicalcalculations.Artificialintelligencetechniques were used to make the robot understand voice commands and act 

in the desired mode. After interpreting the voice commands a series of control data for performing a task are generated. 

 

Keywords—Voice activated robot, microcomputer, Artificial intelligence techniques. 

 

I. INTRODUCTION 

 

Since the beginning of the 21st century, technology has been developing at a rate that the world has never seen before. New 

technologies in areas such as virtual reality, artificial intelligence, big data, intelligent control, Internet of things, and cloud 

computing are all around us. Virtual reality as a branch of computer simulation,which developed so fast, has been used in 

various fields such as artistic creation, medical science, entertainment, aviation, space-fight, emergency drill and so on.  

 

The field of training is an application area of computer simulation technology. To fulfill the continuous increasing of modern 

training requirement, computer simulation should provide much more real and efficient, intelligent and manipulative system. 

However, we found it challenging for the traditional computer simulation to adapt to the demand of computer simulation for 

high speed industry development. Thus, the concept of virtual reality combined with artificial intelligence to apply to 

computer simulation research came into being, which established a new area. Namely, to realize a kind of virtual reality 

system which is sensed real, clinging to practice, suitable for requirement, with a thorough perception, interactive ubiquitous 

simulation, intelligent fusion application, has become the development direction of computer simulation technology in the 

future It is revolutionary changes for methods and models of training and teaching when we applied computer simulation 

system with virtual reality combined with artificial intelligence to training field In this paper, we first presented virtual reality 

technology as the foundation of future training facilities. Then, we put forward artificial intelligence were the method of 

generation of intelligent training cases. Following that, we stated rewards the mode that it is resort to advanced big data and 

information technology to complete base data collection of the case and it is intelligent to generate case model with artificial 

intelligence and machine learning.  

 

To illustrate those points, we provided a case of virtual reality applying in training system simulation field for power system 

two overhaul, including problem proposition, solution concept, solution result and application prospect.  

 

II. EXISTING SYSTEM 

 

In existing framework The voice acknowledgment framework is the limit of a gadget or program to get and comprehend 

correspondence, or to comprehend a talked guideline. At the point when this framework is utilized with a PC, simple signs 

must be changed over into advanced by utilizing ADC. In a PC, an advanced information base, syllables and vocabulary of 

words and syllables are required to disentangle the flag. The types of the discourse are put away on the hard drive and stacked 

into memory when the program is run. The put away structures are checked by the PC against the o/p of the simple to 

computerized converter. A wide range of voice acknowledgment frameworks don't deliver exact yield. Since, pooches 

yapping, kids' shouting and boisterous outside sounds can create false I/p. Since it is the static and the procedure is 

predefined. 
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DISADVANTAGE 

 Static framework. 

 Slow process.   

 Predefined capacities. 

 

III. PROPOSED SYSTEM 

 

Computerized reasoning includes two essential thoughts. To start with, it includes examining the points of view of 

individuals. Second, it manages speaking to those procedures by means of machines (like PCs, robots, and so forth.). AI is 

conduct of a machine, which, if performed by an individual, would be called keen. It makes machines more astute and more 

valuable, and is more affordable than normal insight. Common dialect preparing (NLP) alludes to computerized reasoning 

techniques for speaking with a PC in a characteristic dialect like English. The primary target of a NLP is to comprehend info 

and start action.The client speaks with the application through the proper information gadget i.e. an amplifier. The 

Recognizer changes over the simple flag into computerized motion for the discourse preparing. A surge of content is created 

after the preparing. This source-dialect content progresses toward becoming contribution to the Translation Engine, which 

changes over it to the objective dialect content and the handling should be possible through by the AI and the yield is capable 

of being heard to the common English dialect. 

 

ADVANTAGE 

 Easy human communication.  

 Self basic leadership 

 

IV. INTRODUCTION TO ALEXA 

 

Alexa, a counterfeit consciousness framework intended to draw in with one of the world's greatest and most tangled 

informational collections: human discourse. The designers required only 11 words and a straightforward outline to depict 

how it would function. A male client in a calm room says: "Please play 'Let It Be,' by the Beatles." A little tabletop machine 

answers: "No issue, John," and starts playing the asked for tune. 

 

From that unassuming begin, voice-based AI for the home has turned into a major business for Amazon and, progressively, a 

key battleground with its innovation rivals. Google, Apple, Samsung, and Microsoft are each putting a huge number of 

scientists and business pros to work endeavoring to make overpowering forms of simple to-utilize gadgets that we can chat 

with. "As of recently, every one of us have twisted to suit tech, as far as writing, tapping, or swiping. Presently the new UIs 

are bowing to us," watches Ahmed Bouzid, the CEO of Witlingo, which assembles voice-driven applications of different 

types for banks, colleges, law offices, and others. 

 

For Amazon, what began as a stage for a superior jukebox has progressed toward becoming something greater: a manmade 

brainpower framework based upon, and always gaining from, human information. Its Alexa-controlled Echo barrel and more 

diminutive Dot are inescapable family unit partners that can kill the lights, tell jokes, or let you read the news without hands. 

They additionally gather reams of information about their clients, which is being utilized to enhance Alexa and add to its 

employments. 

 

Until further notice, Amazon isn't endeavoring to gather income from organizations making brilliant indoor regulators, lights, 

and other Alexa-associated gadgets. Not far off, however, it's anything but difficult to envision ways that income sharing 

courses of action or different installments could get on. The littlest of these three markets, home robotization, as of now 

represents more than $5 billion of spending every year, while retail deals in the U.S. a year ago totaled $4.9 trillion. Today 

Amazon profits on the machines themselves, at costs going from $50 for Dots to $230 for the most astounding end Echos 

with video screens, and procures a moment result if clients wind up shopping all the more vigorously at Amazon's immense 

online store. 

 

V. SYSTEM OVERVIEW 

 

5.1     ARTIFICIAL INTELLIGENCE OVERVIEW 

While there are various meanings of insight, they all basically include getting the hang of, understanding, and the use of the 

information figured out how to accomplish at least one objectives. 

 

It's subsequently a characteristic expansion to state that AI can be portrayed as knowledge displayed by machines. So what 

does that mean precisely, when is it valuable, and how can it work? 
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A well-known example of an AI arrangement incorporates IBM's Watson, which was made popular by beating the two 

biggest Jeopardy champions ever, and is presently being utilized as an inquiry noting processing framework for business 

applications. Apple's Siri and Amazon's Alexa are comparable cases also. 

 

Notwithstanding discourse acknowledgment and characteristic dialect (handling, age, and comprehension) applications, AI is 

likewise utilized for other acknowledgment assignments (design, content, sound, picture, video, facial, … ), self-sufficient 

vehicles, therapeutic conclusions, gaming, web search tools, spam separating, wrongdoing battling, promoting, mechanical 

autonomy, remote detecting, PC vision, transportation, music acknowledgment, order, et cetera. 

 

Something worth saying is an idea known as the AI impact. This portrays the situation where once an AI application has 

progressed toward becoming to some degree standard, it's never again considered by numerous as AI. It happens in light of 

the fact that individuals' inclination is to never again think about the arrangement as including genuine insight, and just being 

an utilization of ordinary processing. 

 

This in spite of the way that these applications still fit the meaning of AI paying little heed to across the board utilization. The 

key takeaway here is that the present AI isn't really tomorrow's AI, in any event not in a few people's brains in any case. 

 

There are a wide range of objectives of AI as said, with various methods utilized for each. The essential points of this article 

are manufactured neural systems and a propelled variant known as profound learning.   

 

There are various objectives of AI as said, with various methods utilized for each. The essential themes of this article are 

counterfeit neural systems and a propelled adaptation known as profound learning. 

 

5.2 BIO NEURAL NETWORK OVERVIEW 

The human personality is remarkably many-sided and really the most serious preparing machine known.  

 

The internal workings of the human cerebrum are routinely appeared around the likelihood of neurons and the structures of 

neurons known as characteristic neural systems. As per Wikipedia, it's reviewed that the human identity contains around 100 

billion neurons, which are connected along pathways all through these structures.  

 

At an irregular state, neurons collaborate and converse with each other through an interface including axon terminals that are 

connected with dendrites over a hole (neurotransmitter) 

 

 
 

In plain, a solitary neuron will pass a message to another neuron over this interface if the aggregate of weighted information 

signals from at least one neurons (summation) into it is sufficiently incredible (surpasses an edge) to cause the message 

transmission. This is called enactment when the edge is surpassed and the message is passed along to the following neuron. 
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The summation procedure can be numerically perplexing. Every neuron's information flag is really a weighted mix of 

possibly numerous info signals, and the weighting of each info implies that that information can affect any ensuing 

computations, and at last on the last yield of the whole system. 

 

Also, every neuron applies a capacity or change to the weighted information sources, which implies that the consolidated 

weighted information flag is changed scientifically before assessing if the enactment limit has been surpassed. This mix of 

weighted info signals and the capacities connected are regularly either straight or nonlinear. 

 

These information signs can start from numerous points of view, with our faculties being probably the most vital, and also 

ingestion of gases (breathing), fluids (drinking), and solids (eating) for instance. A solitary neuron may get a huge number of 

information motions on the double that experience the summation procedure to decide whether the message gets go along, 

and eventually makes the mind teach activities, memory, et cetera. 

 

Given this current, it's a characteristic suspicion that for a registering machine to imitate the mind's usefulness and abilities, 

including being 'insightful', it should effectively execute a PC based or manufactured rendition of this system of neurons.  

 

This is the beginning of the progressed measurable procedure and term known as manufactured neural systems. 

 

5.3ARTIFICIAL NEURAL NETWORK OVERVIEW 

Manufactured neural systems (ANNs) are measurable models specifically motivated by, and in part demonstrated on natural 

neural systems. They are equipped for demonstrating and preparing nonlinear connections amongst sources of info and yields 

in parallel. The related calculations are a piece of the more extensive field of machine learning, and can be utilized as a part 

of numerous applications as examined. 

 

Manufactured neural systems are described by containing versatile weights along ways between neurons that can be tuned by 

a taking in calculation that gains from watched information with a specific end goal to enhance the model. Notwithstanding 

the learning calculation itself, one must pick a fitting cost work. 

 

The cost work is what's utilized to realize the ideal answer for the issue being explained. This includes deciding the best 

esteems for the greater part of the tunable model parameters, with neuron way versatile weights being the essential focus, 

alongside calculation tuning parameters, for example, the learning rate. It's normally done through enhancement systems, for 

example, angle drop or stochastic slope plummet. 
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These advancement methods essentially attempt to make the ANN arrangement be as close as conceivable to the ideal 

arrangement, which when fruitful implies that the ANN can take care of the planned issue with superior. 

 

Compositionally, a simulated neural system is displayed utilizing layers of manufactured neurons, or computational units 

ready to get input and apply an actuation work alongside an edge to decide whether messages are passed along 

 

In a straightforward model, the primary layer is the info layer, trailed by one concealed layer, and ultimately by a yield layer. 

Each layer can contain at least one neurons. 

. 

Models can turn out to be progressively intricate, and with expanded reflection and critical thinking capacities by expanding 

the quantity of shrouded layers, the quantity of neurons in any given layer, as well as the quantity of ways between neurons. 

Note that an expanded shot of overfitting can likewise happen with incrased show multifaceted nature. 

 

 

 

Show design and tuning are in this way real segments of ANN methods, notwithstanding the genuine learning calculations 

themselves. These qualities of an ANN can have huge effect on the execution of the model. 

 

Also, models are portrayed and tunable by the initiation work used to change over a neuron's weighted contribution to its 

yield actuation. There are a wide range of kinds of changes that can be utilized as the enactment work, and a talk of them is 

out of extension for this article. 

 

The reflection of the yield because of the changes of info information through neurons and layers is a type of conveyed 

portrayal, as diverged from nearby portrayal. The significance spoke to by a solitary manufactured neuron for instance is a 

type of nearby portrayal. The importance of the whole system be that as it may, is a type of conveyed portrayal because of the 

numerous changes crosswise over neurons and layers. 

 

One thing important is that while ANNs are to a great degree effective, they can likewise be extremely perplexing and are 

viewed as discovery calculations, which implies that their inward workings are exceptionally hard to comprehend and clarify. 

Picking whether to utilize ANNs to take care of issues ought to along these lines be picked in view of that. 
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VI. DEEP LEARNING INTRODUCTION 

 

Deep learning, while at the same time sounding ostentatious, is extremely only a term to portray certain kinds of neural 

systems and related calculations that devour frequently exceptionally crude info information. They process this information 

through numerous layers of nonlinear changes of the information keeping in mind the end goal to ascertain an objective yield. 

 

VII. AI TECHNOLOGY 

 

 
 

In light of Forrester's investigation, here's my rundown of the 10 most sultry AI advancements: 

 

1.Natural Language Generation: Producing content from PC information. Right now utilized as a part of client benefit, 

report age, and outlining business knowledge bits of knowledge. 

 

2.Speech Recognition: Transcribe and change human talk into layout strong for PC applications. Eventually utilized as a bit 

of smart voice reaction structures and adaptable applications. 

 

3.Virtual Agents:"The present dear of the media," says Forrester (I believe they imply my creating relationship with Alexa), 

from essential chatbots to front line structures that can interface with individuals. Starting at now used as a piece of customer 

organization and support and as a sharp home boss. 

 

4.Machine Learning Platforms:Providing checks, APIs, change and getting ready toolboxs, data, and likewise figuring 

essentialness to setup, plan, and pass on models into applications, shapes, and arranged machines.At present utilized as a part 

of an extensive variety of big business applications, for the most part `involving expectation or characterization. Test sellers: 

Amazon, Fractal Analytics, Google, H2O.ai, Microsoft, SAS, Skytree. 
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5.AI-streamlined Hardware: Graphics dealing with units (GPU) and mechanical assemblies especially arranged and 

architected to capably run AI-arranged computational occupations. Starting at now essentially having any sort of impact in 

significant learning applications. Test shippers: Alluviate, Cray, Google, IBM, Intel, Nvidia.  

 

6.Decision Management: Engines that install principles and justification into AI systems and used for beginning 

setup/getting ready and ceaseless help and tuning.A create advancement, it is used as a piece of a wide grouping of enormous 

business applications, helping or performing automated fundamental initiative. Test shippers: Advanced Systems Concepts, 

Informatica, Maana, Pegasystems, UiPath.  

 

7.Deep Learning Platforms: A unique sort of machine getting the hang of comprising of manufactured neural systems with 

numerous deliberation layers. Right now basically utilized as a part of example acknowledgment and characterization 

applications bolstered by extensive informational collections. Test merchants: Deep Instinct, Ersatz Labs, Fluid AI, 

MathWorks, Peltarion, Saffron Technology, Sentient Technologies.  

8.Biometrics: Enable more run of the mill relationship among people and machines, including yet not constrained to picture 

and touch assertion, talk, and non-verbal correspondence. As of now utilized basically in truthful assessing. Test sellers: 

3VR, Affectiva, Agnitio, FaceFirst, Sensory, Synqera, Tahzoo. 

 

9.Robotics: Process Automation: Using substance and distinctive methods to robotize human movement to help viable 

business shapes. At introduce used where it's unreasonably expensive or inefficient for individuals, making it difficult to 

execute an endeavor or a   methodology.Test sellers: Advanced Systems Concepts, Automation Anywhere, Blue Prism, 

UiPath, WorkFusion. 

 

10.Text Analytics and NLP: Natural vernacular overseeing (NLP) utilizes and fortify substance examination by interfacing 

with the valuation for sentence structure and noteworthiness, conclusion, and point through quantifiable and machine 

learning methodology. At show utilized as a touch of motivation region and security, a wide strategy of computerized 

partners, and applications for mining unstructured information. 

 

VIII. INTRODUCTION TO RASPBERRY PI 

 

The Raspberry Pi is an improvement of unimportant single-board PCs made in the United Kingdom by the Raspberry Pi 

Foundation to push the instructing of fundamental programming arranging in schools and in making countries. The guideline 

show curved up unmitigated more unmistakable than anticipated, offering outside its goal advance for uses, for instance, 

mechanical improvement. It maintains a strategic distance from peripherals, (for instance, consoles, mice and cases). 

Regardless, a couple of changes have been consolidated into a couple of official and accommodating get-togethers. 

 

                                                      
 

As indicated by the Raspberry Pi Foundation, more than 5 million Raspberry P is were sold by February 2015, making it the 

top of the line British PC. By November 2016 they had sold 11 million units, and 12.5m by March 2017, making it the third 

top of the line "broadly useful computer".[11] In July 2017, deals came to almost 15 million. 

 

8.1  OVERVIEW TO RASPBERRY PI 

A few ages of Raspberry PI is have been discharged. All models include a Broadcom framework on a chip (SoC) with a 

coordinated ARM perfect focal handling unit (CPU) and on-chip illustrations preparing unit (GPU). 

 

For video yield, HDMI and composite video are bolstered, with a standard 3.5 mm telephone jack for sound yield. Lower-

level yield is given by various GPIO pins which bolster basic conventions like I²C. The B-models have a 8P8C Ethernet port 

and the Pi 3 and Pi Zero W have on-board Wi-Fi 802.11n and Bluetooth. Costs run US$5 to $35. 
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8.2 HARDWARE 

This Models A, B, A+, and B+. Display An, A+ and the Pi Zero do not have the Ethernet and USB center point segments. 

The Ethernet connector is inside associated with an extra USB port. In Model An, A+, and the Pi Zero, the USB port is 

associated straightforwardly to the framework on a chip (SoC). On the Pi 1 Model B+ and later models the USB/Ethernet 

chip contains a five-point USB center, of which four ports are accessible, while the Pi 1 Model B just gives two. On the Pi 

Zero, the USB port is additionally associated specifically to the SoC, however it utilizes a smaller scale USB (OTG) port. 

 

The Broadcom BCM2835 SoC utilized as a part of the original Raspberry Pi is to some degree identical to the chip utilized as 

a part of first present day age advanced cells (its CPU is a more seasoned ARMv6 architecture),[22] which incorporates a 700 

MHz ARM1176JZF-S processor, Video Core IV designs preparing unit (GPU),[23] and RAM. It has a level 1 (L1) reserve of 

16 KB and a level 2 (L2) store of 128 KB. The level 2 store is utilized essentially by the GPU. The SoC is stacked underneath 

the RAM chip, so just its edge is unmistakable. 

 

8.3 PERFORMANCE 

The Raspberry Pi 3, with a quad-center Cortex-A53 processor, is portrayed as 10 times the execution of a Raspberry Pi 1. 

This was proposed to be profoundly needy upon assignment threading and direction set utilize. Benchmarks demonstrated the 

Raspberry Pi 3 to be roughly 80% quicker than the Raspberry Pi 2 in parallelized undertakings. 

 

8.4 RAM 

On the more established beta Model B loads up, 128 MB was distributed as a matter of course to the GPU, leaving 128 MB 

for the CPU. On the initial 256 MB discharge Model B (and Model A), three distinct parts were conceivable. The default split 

was 192 MB (RAM for CPU), which ought to be adequate for independent 1080p video deciphering, or for straightforward 

3D, yet most likely not for both together. 224 MB was for Linux just, with just a 1080p edge cradle, and was probably going 

to come up short for any video or 3D. 128 MB was for substantial 3D, perhaps at the same time with video deciphering (e.g. 

XBMC). Relatively the Nokia 701 utilizations 128 MB for the Broadcom Video Core IV. 

 

The Raspberry Pi 2 and the Raspberry Pi 3 have 1 GB of RAM. 

 

IX.CONCLUSION 

 

In this paper,we introduce a voice actuated robot and a microcomputer called raspberry pi which is utilized to process the 

computerized information and gives the sound yield through alexa voice initiated equipment with a controller.This robot has 

the ability to comprehend the common dialect and do scientific computations. This manmade brainpower influences the robot 

to comprehend the voice charges and process them. 
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