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Abstract-- Complex Big Data systems in modern organization are gradually becoming targeted by existing and emerging 

new threat agents. Intricate and specialized attacks will increasingly be used to enslave vulnerabilities and weaknesses. With 

the ever-increasing trend of cybercrime incidents happening due to these vulnerabilities, the effective vulnerability 

management is imperative for the modern organizations regardless of their size. However, organizations struggle to manage 

the sheer volume of vulnerabilities discovered on their networks. Moreover, vulnerability management tends to be more 

reactive in practice. Attentive statistical models, simulating anticipated volume and dependence of vulnerability disclosures, 

will undoubtedly provide important perception to organizations and help them become more protective in the management of 

cyber risks. By influencing the rich yet complex historical vulnerability data, our proposed work and conscientious 

framework has enabled this new capability. By utilizing this sound framework, we initiated an important study on not only 

handling unrelenting volatilities in the data but also further unveiling multivariate dependence structure among the different 

vulnerability risks. In sharp contrast to the existing studies on invariant time series, we consider the more general 

multivariate case striving to capture their intriguing relationships. Through our extensive empirical studies using the real 

world vulnerability data, we have shown that a composite model can effectively capture and preserve long-term dependency 

between different vulnerability and exploit disclosures. In addition, this work gives the way for further study on the random 

perspective of vulnerability proliferation towards building more accurate measures for better cyber risk management as a 

whole. 

Keywords- Intrusion detection system, Misuse-based techniques, anomaly-based techniques, Cognitive learning, Gradient 

boosting tree

I. INTRODUCTION 

  

The term Big Data refers to the data which is large in size which   is being generated across the world at an 

unprecedented rate. These data can be structured, unstructured, semi-structured or quazi-structured. There is a need to convert 

these big data into business intelligence that enterprises can be readily located. The processed and organized data leads in 

better decision making and an improved way to formulate for organizations regardless of their size, type, market share, 

customer segmentation and other categorizations. 

 Cyber security is the group of technologies and processes which is designed to secure the network, computers, 

program and data from the attacks, unauthorized access, any change, or destruction. Cyber security systems consist of 

network security systems and computer (host) security systems. Each of this security system has, at a minimum, a firewall, 

antivirus software, and an intrusion detection system (IDS). IDS help to uncover, determine, and discover unauthorized use, 

duplication, alteration, and destruction of information systems. The security breaches includes two type of intrusions, the 

external intrusions (attacks from outside the organization) and the internal intrusions (attacks from within the 

organization).IDS supports three types of cyber analytics: misuse-based (sometimes also called signature- based), anomaly-

based, and hybrid. Misuse-based techniques are used to detect the known attacks by using the signatures of those attacks. 

They are effective for detecting the known type of attacks without generating an enormous number of false alarms. They 

require frequent manually updated database with rules and signatures of the attacks. Misuse-based techniques cannot detect 

novel (zero-day) attacks.  

  

 The Anomaly-based intrusion model has both the normal network and system to determine the anomalies as 

deviations from normal behavior. The anomaly-based intrusion has the ability to detect zero-day attacks. Another advantage 

is that the profiles of normal activity are customized in every system, application, or network, which is difficult for the 

https://intellipaat.com/all-courses/business-intelligence/
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attackers to know which activities they can carry out to be undetected. Additionally, the data on which anomaly-based 

techniques alert (novel attacks) can be used to define the signatures for misuse detectors. The main disadvantage of anomaly-

based techniques is the potential for high false alarm rates (FARs) because previously unseen (yet legitimate) system 

behaviors may be categorized as anomalies. Hybrid techniques combine misuse and anomaly detection. They are employed 

to raise detection rates of known intrusions and decrease the false positive (FP) rate for unknown attacks. An in-depth review 

of the literature did not discover many pure anomaly detection methods; most of the methods were really hybrid. Therefore, 

in the descriptions of ML and DM methods, the anomaly detection and hybrid methods are described together. 

 

 Another division of IDSs is based on where they look for intrusive behavior: network-based or host-based. A 

network- based IDS identifies intrusions by monitoring traffic through network devices. Host-based IDS monitors process 

and file activities related to the software environment associated with a specific host. 

 

II. BACKGROUND 

 Anna L. Buczak et al,. 2, this work describes the machine learning (ML) and data mining (DM) methods for cyber 

analytics in support of intrusion detection. This work representing each method were identified, read, and summarized. 

Because data are so important in ML/DM approaches, some well-known cyber data sets used in ML/DM are described. The 

disadvantages of ML/DM algorithms are addressed, discussion of complexity for using ML/DM for cyber security is 

presented, and some recommendations on when to use a given process are provided. Bhuyan et al. [2]; instead it concentrates 

only on ML and DM techniques. However, in addition to the anomaly detection, signature-based and hybrid methods are 

depicted. The descriptions of the methods in the present survey are more in-depth than in [2]. Nguyen et al. [3] describe ML 

techniques for Internet traffic classification. The techniques described therein do not rely on well-known port numbers but on 

statistical traffic characteristics. Their survey only covers papers published in 2004 to 2007, where our survey includes more 

recent papers. Unlike Nguyen et al. [3], this paper presents methods that work on any type of cyber data, not only Internet 

Protocol (IP) flows. 

 Teodoro et al. [4] focus on anomaly-based network intrusion techniques. The authors present statistical, knowledge-

based, and machine-learning approaches, but their study does not present a full set of state-of-the-art machine-learning 

methods. In contrast, this paper describes not only anomaly detection but also signature-based methods. Our paper also 

includes the methods for recognition of type of the attack (misuse) and for detection of an attack (intrusion). Lastly, our paper 

presents the full and latest list of ML/DM methods that are applied to cyber security. 

 Sperotto et al. [5] focus on Network Flow (Net Flow) data and point out that the packet processing may not be 

possible at the streaming speeds due to the amount of traffic. They describe a broad set of methods to detect anomalous 

traffic (possible attack) and misuse. However, unlike our paper, they do not include explanations of the technical details of 

the individual methods. 

 Wu et al. [6] focus on Computational Intelligence methods and their applications to intrusion detection. Methods 

such as Artificial Neural Networks (ANNs), Fuzzy Systems, Evolutionary Computation, Artificial Immune Systems, and 

Swarm Intelligence are described in great detail. Because only Computational Intelligence methods are described, major 

ML/DM methods such as clustering, decision trees, and rule mining (that this paper addresses) are not included. 

 There is a paradox to digital revolution trends where IT consumer’s effect has brought an increased number of 

security threats for modern enterprises. The substantial impacts of major cyber security breaches have proliferated extensive 

and cross-disciplinary research work [1], [4], [5], [6], [21], [23]. A high-level risk management framework was described in 

[21] using cyber-risk insurance as the foundation for decision planning. An empirical study was conducted in [5] to estimate 

the impact of vulnerability information disclosure and availability of patches from both attackers and software vendor’s 

perspectives. The study considered attack frequency based on the honeypot data as the crude impact measure. Their 

preliminary results suggested that the vulnerability disclosure increased the frequency of attacks, which also forced vendors 

to release patches earlier.  

 

 The paper [19] took a different stance on the substantiated economic damages because of software vulnerabilities 

and their disclosure policies. The authors emphasized the increasingly crucial role of understanding the emerging market 

structures and policy implications on the cost of vulnerabilities. A multi-disciplinary approach towards understanding and 

managing information security was further advocated in [4]. Our statistical framework and empirical insights essentially 

contribute to this line of research and strengthens cross-disciplinary understandings on the evolution of vulnerability 
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disclosures. Our work is also closely related to another line of research explicitly analyzing and modelling trends in 

vulnerabilities [10].  

  The patching process was investigated and linked with the life-cycle of vulnerability. The vulnerability lifecycle 

was formally captured by three different stages namely discovery, exploitation and patching. The paper revealed that exploits 

would normally become available earlier than the release of corresponding patches. The process of vulnerability discovery 

has been extensively studied in [20]. A more recent study in [20] applied time series techniques to build vulnerability 

forecasting models for five popular web browsers in cluding Chrome, Firefox, IE, Safari and Opera. The authors in [16] 

investigated the growth of software vulnerabilities covering a number of operating systems including Red Hat and Microsoft. 

The paper suggested a sigmoidal model can be used for describing the growth.  

 A novel measure was proposed by [23] called time between vulnerability disclosures (TBVD). It provides some 

important insights on the likelihood of finding zero-day vulnerability by an expert analyst within a given timeframe. The 

Gamma distribution was found to provide the best fit with different scale parameters depending on the software products (e.g. 

Linux and Windows). Most of the vulnerability models implicitly assumed the independence of vulnerability disclosures, 

which overlooked market-driven incentives. In addition, the proposed models only factored in mean behaviors and are 

limited to univariate time series, whereas our framework is more general and robust in the presence of extreme events. 

Traditionally, the theoretical foundation of time series modelling was deeply rooted in the statistics community, but the 

recent wave of new big data applications has nurtured some novel approaches. Time series shape let  is such a new primitive 

driven by the data mining community. Given a time series with two classes, a shape let is essentially a subsequence with the 

most discriminative local features for separating them out. Without explicitly assuming the structure of input data (e.g. 

stationary), time series shapeless have found some novel applications in dealing with heterogeneous sensor data and malware 

detection. 

III. TECHNICAL PRELIMINARIES 

3.1. Cognitive learning 

Cognitive functioning is defined as referring an individual’s ability to process that should not enlarge on a large scale in 

healthy individuals. It is said to be as the capability of an individual person to perform the various mental processes mostly 

associated with the learning and the problem solving techniques, like verbal, words, spatial, psychomotor, and processing-

speed abilities. Cognition is the things of memory, the capacity to learn new information, word, speech, and understanding of 

written material and data. The brain is usually has the ability to learning new skills in the previously mentioned typically in 

early childhood, and of developing personal thoughts and beliefs about the world. Humans when they born have a capability 

for cognitive function, so almost every person is capable of learning or remembering new information. However, their 

capability is tested by using various tests like the IQ test, psychometric test, although these have issues with accuracy value 

and completeness. In these tests, the individuals will be asked various sequences of questions or to perform various tasks, 

with each measuring a cognitive skill such as level of consciousness in work, memory management, awareness, problem-

solving, motor skills, analytical abilities, or other similar concepts. Early stage of childhood is when most people are able to 

absorb much information and use that new information. In this period, people learn many new words, concepts, and various 

methods to express their thoughts. 

Cognitive functioning is defined as referring to an individual's capability to process to thoughts that should not effect on a 

large scale in healthy individuals. It is referred as "an ability of an individual to perform the various mental process and 

activities most closely associated with learning and problem solving techniques”. The cognitive learning system can “think 

like a human” with the ability to understand speech and gather, research, analyze and interpret both unstructured documents, 

images and videos and pre-formatted, machine-ready structured data. This work we consider the document databases and it’s 

preprocessed and stored as an excel format. 

 

Figure 1. Cognitive Learning 

 

https://en.wikipedia.org/wiki/Cognition
https://en.wikipedia.org/wiki/Memory
https://en.wikipedia.org/wiki/Reading_comprehension
https://en.wikipedia.org/wiki/Reading_comprehension
https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/IQ_test
https://en.wikipedia.org/wiki/Early_childhood


International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 5, Issue 03, March-2018, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 
 

@IJAERD-2018, All rights Reserved  1688 

3.2. Gradient boosting tree 

It is an machine learning  technique for regression and classification problems, which produces a prediction model in the 

form of an collection of weak prediction models such similar to decision trees. It builds the model in a stage-wise process like 

other boosting methods do, and it generalizes them by allowing optimization of an arbitrary differentiable loss function. The 

gradient boosting algorithm as iterative functional of gradient descent algorithm. This algorithm optimizes a cost function 

over function space by iteratively choosing the function as weak hypothesis those points in the negative gradient direction. 

This functional gradient view of boosting has led to the development of boosting algorithms in many areas of machine 

learning and statistics beyond regression and classification. 

Input 

Training set {(xi,yi)}ni=1 , a differential   loss function  L(y,F(x)) , Number of iterations M. 

Gradient boosting tree algorithm 

1. Initialize model with a constant value: 

  F0(x)=arg min∑i=1L(yi,γ)  

2. For m=1 to M: 

 i) Compute so-called pseudo-residuals  

 rim=-[∂L(yi,F(xi))/∂F(xi)]F(x)=Fm-1(x)   for i=1,2,..n 

 ii) Fit a base learner h(x) to pseudo-resuidals, ie., train it using  training set {(xi,rim)}ni=1  

 iii) Compute multiplier rm by solving the following one dimensional optimization problem 

  rm=arg min∑L(yi,Fm-1(xi))+γhm(xi))  

  iv) Update the model Fm(x)=Fm-1(x)+rmhm(x) 

3. Output  Fm(x)  

IV. MEDICAL CLAIM FRAUD ANALYSIS 

 The proposed system is to detect the fraud happening in the medical insurance claim. The machine learning 

techniques used to detect the accuracy in the medical claim details and this accuracy value helps in finding the fraudulent 

data. 15% of total claims (health) are false in health care industry. India is losing approximately 600 to 800 cores annually in 

health care industry. The fraud detection can be done by using machine learning techniques such as, Cognitive learning 

system and Gradient Boosting Tree algorithm (GBT). Using cognitive learning helps to pre-process the data by ordering the 

data and eliminating the correlated data. Using Gradient Boosting Tree (GBT) algorithm we can optimize the loss function 

and make predication on weak leaner through decision tree. The detected fraudulent data is taken as the output. 

 

https://en.wikipedia.org/wiki/Regression_(machine_learning)
https://en.wikipedia.org/wiki/Classification_(machine_learning)
https://en.wikipedia.org/wiki/Decision_tree_learning
https://en.wikipedia.org/wiki/Boosting_(meta-algorithm)
https://en.wikipedia.org/wiki/Differentiable_function
https://en.wikipedia.org/wiki/Loss_function
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Figure 2. Medical claim fraud analysis architecture 

4.1. Data Collection 

The medical claim datasets are collected from the Tokyo-based Fukoku Mutual Life Insurance Co. This insurance company 

will slash about 30 percent of its claims payment from the  department staff for IBM’s Watson-powered AI system that will 

help manage over 1,30,000 insurance claims annually. The medical record and insurance details are collected together. These 

collected details are undergone under cognitive system for preprocessing. 

4.2. Data Pre-processing 

The pre-processing steps are: Data cleaning, Data smoothing, ordering of data, Removing Correlated data. Data cleaning is 

the process of detecting and correcting inaccurate records from a dataset. Data smoothing is the process of removing the 

noisy data from the dataset. Ordering of data is arranging of data set in a sequence for processing. Removing correlated data 

is the process of removing the attributes which has 95% of correlation in it. The preprocessed dataset is given under cognitive 

learning system. The cognitive learning system can “think like a human” with the ability to understand speech and gather, 

research, analyze and interpret both unstructured documents, images and videos and pre-formatted, machine-ready structured 

data. This work we consider the document databases and its preprocessed and stored as a excel format. Cognitive learning 

system uses natural language processing and machine learning techniques. It is use to sense the data between raw data and 

actionable data.  The cognitive learning system converts raw medical documents into annotated documents. 

4.3. Detect Fraudulent Behavior 

A gradient boosted model is used to determine the regression and classification tree models. It is a forward-learning group 

method that gathers the predictive results through gradually upgraded estimations. Boosting is a workable nonlinear 

regression process that helps to improve the accuracy of the decision trees. By orderly applying the weak classification 

algorithms to the upgraded changed data, a series of decision trees are created that gives a group of weak prediction models. 

Since the boosting trees increases their accuracy values, it also helps to decreases time taken for processing and the human 

interpretability. The gradient boosting method generalizes tree boosting to minimize the issues in determining the accuracy. 

The gradient boosting tree algorithm produce prediction module using decision trees. The gradient boosting tree algorithm is 

for three purposes: Optimize loss function, prediction of weak leaner, model to add weak leaner to minimize the loss 

function. 
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4.4. Visualization and Performance Evaluation 

The result is provided in graphical representation model which gives the accuracy of true and false data. Performance 

Evaluation is a list of performance criteria values are calculated on the basis of the label and the prediction attribute of the 

input Example Set. The output performance vector which has the performance criteria is defined by the performance operator 

(known as calculated-performance-vector). If a performance Vector was also given at the performance input port (known as 

input-performance-vector here), the norm of the input performance vector are also included in the output performance vector. 

The proposed Gradient Boosted tree is compared with Naive Bayes algorithm and normal decision tree to estimate the 

accuracy. If the input performance vector and the calculated performance vector both have the same criteria but with different 

values, then values of the calculated performance vector are delivered through the output port. 

 

Figure 3. Resultant Graph 

V. CONCLUSION 

 The fraud happening in the medical insurance claims creates huge loss in the health industry. Thus finding the fraud 

happening in medical insurance helps the health industry to save huge amount of money. The machine learning techniques 

such as cognitive learning and gradient boosting algorithm helps in identifying the false insurance claims. The resulted graph 

gives the accuracy of the insurance claim data. This accuracy values determines the false details. In future process of this 

work we have decided to use online data. As we taken only the offline data to detect the fraudulent insurance claim details, in 

future we try to take both online data and offline data which gives more accurate results when comparing to the results taken 

only by offline data. 
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