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Abstract -In this paper, consider an algorithm of a community detection taking the diameter of the community as a 
key parameter. To measure the quality of the community structure in a network, a new metric called 'Modulariry' is used. 
To have a good quality community structure, the  diameter of a community is make always small, upper bounded the 
diameter by a certain value k<<D , where D is the diameter of the network. In terms of Modularity of the community 
structure, the algorithm performs better than the existing algorithm by simulation on Zachary karate club, Dolphin 
network and football club. Also the definition of modularity given in this paper can compare the community structure of 
a given network better. 
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1.INTRODUCTION 
 
The term community structure in a network means natural division of the nodes into densely connected subgroups 
within and between them connection is sparse. By identifying and analysing the community structure of a network, 
we can understand and characterised the related network and its properties. It is evident that in graph or network, 
communities are loosely defined and it is not possible to compare the quality of two communities getting by different 
algorithm of the same graph [1]. By modularity metric, the quality of community structure is measured by 
Newman[1] , which is based on expected connectivity between nodes .A good high modularity nodes gives good 
quality community structure. The problem of community detection is that how to define the modularity metric that it 
may compare the quality of two communities and the partitioning of the nodes that miximizes modularity. Based on 
the topology of the given network itself not on the expected connectivity, this paper consider a new approach to 
compute modularity of a community structure. The modularity of a community structure is the average node 
modularity within it,where the node modularity is defined as the ratio of the number of neighbours of a node v within 
the same community to the total degree of the node v. So we can say that the modularity value varies between 0 and 1 
. By our approach, by joining a node into a community ,it always attempts to maximize its modularity. A node can be 
addedto a community till that the diameter of the community structure is less than or equal to the predetermined 
constant k<<D, where D is the diameter of the original graph. Based on this criteria ,an algorithm is proposed for 
partitioning a given network into some communities with high modularity. 

 

2. Preliminaries: 
 

Girvan and Newman was first proposed the community detection in networks based on egdebetweenness 
centrality [1]. To reduce the computational complexity and to improve the modularity measure several algorithms are 
proposed[2-12]. These algorithms are measured the modularity by substractithe expected number of community 
edges from the actual number of intra- community edges[3], which mathematically given as: 

 

                             Q = 
1

2𝑚
  𝐴𝑢𝑣 −

𝑑𝑢𝑑𝑣

2𝑚
 𝑢𝑣 δ 𝑐𝑢𝑐𝑣  …….(1)    

Where Auv  is the elements of the adjacency matrix of the network ,delta-function δ is equal to 1 if cu = cv, otherwise 

its value is 0, m = 
1

2
 𝐴𝑢𝑣𝑢𝑣 is the total number of edges in the graph and duis the degree of node u ,which is equal to                              

  

𝑑𝑢  =  𝐴𝑢𝑣𝑣     ………………….(2) 
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Here modularity of a community structure is defined based on the existing edges are not on the expected connectivity 
[3] . Let C be a community and 𝑑𝑣

𝑖𝑛 is the number of edges of a node v ∈C .Then the node modularity is  

𝑣𝑚𝑜𝑑 = 
𝑑𝑣

𝑖𝑛

𝑑𝑣
   …………………..(3) 

Then the community modularity is 

𝑐𝑚𝑜𝑑 = 
 𝑣𝑚𝑜𝑑∀𝑣𝜖𝐶

𝑛𝑐
   ……………..(4) 

Where 𝑛𝑐 is the number of nodes in C. 

 

 

 

Figure 1: (a) Example Graph (b) All disjoint 3-cliques for the Example Graph (c) Intermediate steps (d) Communities of the 
Example Graph. 

To improve the average modularity of the community keeping the diameter less than the prededined value k ,ie to produce a 
good quality community structure an iterative procedure by migrating a node from one community to other is proposed. A good 
community structure is that community which has not only high modularity value but also its diameter should be small so that it 
can maintain a good connectivity within intra community nodes.Bytaking the average of the modularities of the communities ,the 
modularity of the network is obtain, denoted as M. 

 

4. Proposed Algorithm: 
 
 In this algorithm , only one node is allowed at a time to migrate from one community to another keeping the diameter 
less than k and making improvement in average modularity. Let Γ(v) denotes the neighbours of the node v, which is 
arranged in ascending order of degree. In Algorithm1, finding a set of disjoints 3-cliques, which is considered as initial 
set of components C. In case C=Φ, each node of the graph is treated as community. 
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Algorithm 1 Initial set of components algorithm  

 

 

INPUT: Graph: G(V, E), Γ(v) 

OUTPUT: A set of components :C = {c1, c2, ...., cl} 

sort the nodes V =  𝑣1,𝑣2, . . . . ,𝑣𝑛       in increasing order of their degree 

for each  I 𝛜V do 

ifi is not marked then foreachj 𝛜 Γ(i) do 

ifjisnotmarkedthen if i >jthen 

k findacommonelementofΓ(i)andΓ(j) 

ifk≠then 

ifk is not marked then 

make3-clique<i,j,k>andmarki, j,k. 

set the diameter of the 3-clique to 1 
 

For graph G(V,E), shown in fig1(a), first compute initial set of components,which is shown in fig1(b).At the initial level the graph has 
two initial components <0,1,2> denoted as component1 and <4,5,7> denoted as component 2. For each component ,first compute 
node modularity using (3) and than the modularity of the community by using (4), which is shown in fig1(b).In algorithm 2, each node 
of the graph move to the components such that for getting maximum modularity with keeping the diameter of the community less than 
or equal to pre-defined value k.In fig1(c), the node 3 and 9 joined with the component1, which gives the maximum increment in 
modularity and the nodes 6,8 & 10 are joined with component2  to get the same. Now migrating the node 9 from component1 to 
component2 , the overall modularity denoted by M, is improves ,so this migration is allowed.The fig1(d) shows the final results,where 
each components is term as community. For the example graph the pre-defined value is k=2. 

Algorithm 2 Community detection algorithm  

INPUT: Graph: tt(V, E);    Initial Component set: C = 

{c1, c2 ...., cl}; Threshold Diameter: k 

OUTPUT: Final set of components called communities 

iter1 

whileiter≤M AX_IT ERAT IONdo 

foreachv𝛜Vdo 

find the component cx𝛜 C for maximum increment in community modularity with diameter is less than equal to 
k. In case of tie, choose one with minimumdiameter 

ifflag(v)=1andv 𝛜cythen 

ifthe transition of v fromcyto cximproves M then 

ifdiameter ofcx≤k 

vjoins cx 

iftransition of v disconnects some nodes in cythen remove those nodes fromcyand set the flagvalues to 0 

update the diameter and community modularity of cyand cx 
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← 

else 

v  joinscx 

flag(v) 1 

update the diameter and community modularity of cx 

ifno node joins any of the component then 

return 

Simulation and Testing 
 
To compare th final modularity of communities ,here take Serial Louvain algorithm[5] and Girvan Newman ie GN[1] algorithm. 
Considered som small real worl networks like Zachary karate club[15], US College football club[16], and Dolphin's network[17] ,to test 
and simulate the proposed algorithm. This data sets artkaen from UCI network data resository. As the considered intian component 
have the diameter 1 and also the diameter of te small world network is less than equal to 6, so studied the solution for 2 ≤ k ≤ 5.Here 
N is the number of communities.The value of Max-iteration is taken a large value. 
 

Table 1: Comparison of number of communities N and the modularity M according to our definition 

A l g o r i t h m  K a r a t e  D o l p h i n  F o o t b a l l 

 N M o d u l a r i t y N M o d u l a r i t y N M o d u l a r i t y 

G N 2 0 : 9 1 2 0 : 5 0 1 2 0 : 5 8 

L o u v a i n 4 0 : 7 6 1 0 0 : 5 8 1 0 0 : 7 0 

O u r  A l g o . 2 0 : 9 1 4 0 : 7 8 9 0 : 6 9 

 
Observing the Table 1, for karate club the algorithm gives the same numbers of community with GN which equal to N=2,where 

the Louvains algorithm gives 4 communities with less modularity acieved by the proposed algorithm and GN algorithm. In case of 
Dolphin's network the proposed algorithm gives more communities than GN but less number of communities than Louvains with 
higher modularity than obtained by GN and Louvain. For football network the algorithm gives less number of communities than GN 
and Louvain but the modularity value is higher than GN and approximately equal to Louvain. 

 

Table 2: Comparison of number of communities and the mod-ularity according to Newman’s modularity definition 

A l g o r i t h m  K a r a t e  D o l p h i n  F o o t b a l l 

 N M o d u l a r i t y N M o d u l a r i t y N M o d u l a r i t y 

 

G N 2 0 : 4 1 2 0 : 4 9 1 2 0 : 6 0 

L o u v a i n 4 0 : 4 1 1 0 0 : 5 1 1 0 0 : 6 0 

O u r  A l g o . 2 0 : 4 1 4 0 : 5 5 9 0 : 6 3 

 

In Table 2, for karate club the algorithm gives the equal number of communities ie N=2, with GN but gives less number of 
communities than Louvain ie N=4. Here the modularity value is equafor all those three algorithm. For Dolphin's network, the algorithm 
gives the higher modularity value than GN and Louvain but the number of communities is less than the GN and Louvain. For football 
network ,the algorithm gives less number of communities than GN and Louvain but it is gives higher modularity value than GN and 
Louvain. Observing the results on table 2 ,for both the karate and football network, the modularity value achieved by GN and Louvain 
algorithm are same, though the number of communities are different. So in this case  it is not possible to compare karate and football 
network by modularity. But from the table 2, using the uniquemodularity definition it can be easily compare the two networks,which shows 
that for karate club GN performs better whereas for football network Louvain algorithm gives better communities. So the given unique 
modularity definition is more successful to compare the quality of two communities. 
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Conclusion and Future Work 
 
This paper has been proposed a new modularity definition for a community structure and an algorithm is designed to detect good quality 
community structure using modularity metric and keeping the diameter of the community to small. The proposed algorithm is tested yon 
small real world network data sets and compared it with the existing algorithm GN[1] and Louvain[5]. The simulation shows that the 
propsed algorithm gives equal or better community structure than the community obtained by GN and Louvain. 
 
On large real world network and on large scale random network, the extensive simulation yet to be done to show the performance of the 
proposed algorithm and the new modularity definition. For large network the computational time will be high so like to parallalized the 
proposed algorithm to reduce its computational time. 
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