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Abstract —This paper contains of two Survey papers which has a focus on ‗Resource management for Big Data 

platforms‘.  Both the papers focus on what are new Resource Management frameworks that can be applied to Big Data 

platforms. Fundamental design issue for big data processing systems in the Cloud has been studies and addressed. 
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A SURVEY ON "RESOURCE MANAGEMENT FOR BIG DATA PLATFORMS" 

 

―A New Efficient Resource Management Framework for Iterative MapReduce Processing in Large-Scale Data Analysis 

―[IEICE TRANS. INF. & SYST., VOL.E100–D, NO.4 APRIL 2017 Seungtae HONG†a), Kyongseok PARK††b), Chae-

Deok LIM†c), Nonmembers, and Jae-Woo CHANG†††d), Member] 

 

To analyze large-scale data efficiently, studies on Hadoop, one of the most popular MapReduce frameworks, have been 

actively done. Meanwhile, most of the large-scale data analysis applications, e.g., data clustering, are required to do the 

same map and reduce functions repeatedly. However, Hadoop cannot provide an optimal performance for iterative 

MapReduce jobs because it derives a result by doing one phase of map and reduce functions.  

The existing iterative processing frameworks have the following drawbacks.  

 First, because the existing frameworks are implemented based on the version v0.20 of Hadoop, they do not 

support the efficient resource management of cluster.  

 Second, because the existing frameworks do not consider the characteristic of iterative applications, they do not 

provide an invariant data caching mechanism efficiently.  

 Thirdly, since the existing frameworks do not consider the entire resources of cluster, the tasks for processing 

MapReduce job can be skewed towards particular nodes.  

 Finally, they do not provide a stop condition check mechanism for preventing unnecessary computations.  

 

This paper has proposed a new solution to solve this issue. They propose a new efficient resource management 

framework for iterative MapReduce processing in large-scale data analysis. This paper has suggested four steps for 

Iterative MapReduce as below: 

1. Design an iterative job state-machine for managing the iterative MapReduce jobs.  

2. An invariant data caching mechanism for reducing the I/O costs of data accesses.  

3. An iterative resource management technique for efficiently managing the resources of a Hadoop cluster.  

4. A stop condition checks mechanism for preventing unnecessary computation.  

 

Finally, the proposed framework performance is compared with existing frameworks and shown the superiority of the 

new solution. 

 

FUTURE WORK 

 

From performance analyses done in this paper, it was shown that the new framework outperforms the existing works. In 

case of the page rank and the descendant query applications, the proposed framework shows 7.9 to 8.3 times better 

performance than the existing Hadoop, by using the reduce input cache. In case of the k-Means application, the proposed 

framework shows 7.8 times better performance by using the map input cache. As a result, iterative data processing 

framework mentioned in this paper, is suitable for iterative applications because it can provide the efficient job and 

resource scheduling with both our invariant data caching and stop check mechanisms. As future research, the authors 

plan to study on an indexing technique that can automatically detect invariant data in their caching mechanism. 

 

‗‖Resource Management in Big Data Processing ― 

Shanjiang Tang, Bingsheng He, Haikun Liu and Bu-Sung Lee 
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Resource management is a fundamental design issue for big data processing systems in the cloud. Different resource 

allocation policies can have significantly different impacts on performance and fairness. In this paper a study on the 

economic fairness for large-scale resource management on the cloud according to some desirable properties including 

sharing incentive, truthfulness, resource-as-you-pay fairness, and pareto efficiency. Both single-resource and multi-

resource management are studied for cloud computing. 

In many application domains such as social networks and Bio-informatics, the data is being gathered at unprecedented 

scale. Efficient processing for “big data” analysis poses new challenges for almost all aspects of state-of-the-art data 

processing and management systems. For example, there are a few challenges as follows:  

(i) the data can be arbitrarily complex structures (e.g., graph data) and cannot be efficiently stored in relational database; 

(ii) the data access of large-scale data processing are frequent and complex, resulting in inefficient 

disk I/O accesses or network communications; and (iii) last but not least, to tackle a variety of unpredictable failure 

problems in the distributed environment, data processing system must have a fault tolerance mechanism to recovery the 

task computation automatically. 

 

Cloud computing has emerged as an appealing paradigm for big data processing over the Internet due to its cost 

effectiveness and powerful computational capacity. Current Infrastructure-as-a-Service(IaaS) clouds allow tenants to 

acquire and release resource in the form of virtual machines (VMs) on a pay-as-you-go basis. 

 

 

TYPES OF RESOURCE MANAGEMENT 

 

Resource management is a general and fundamental issue in computing systems. In this section, we present the resource 

management for typical resources including CPU, memory, storage and network. 

 

 

CPU AND MEMORY RESOURCE MANAGEMENT 

 

Current supercomputers and data centers (e.g., Amazon EC2) generally consist of thousands of computing machines. At 

any time, there are tens of thousands of users running their high-performance computing applications (e.g., MapReduce , 

MPI, Spark) on it. The efficient resource management of the computing resources such as cpu, memory is non-trivial for 

high performance and fairness. Typically, the resource management includes resource discovery, resource scheduling, 

resource allocation and resource monitoring. Resource discovery identifies the suitable computing resources in which 

machines that match the user’s request. Resource scheduling selects the best resource from the matched computing 

resources. It actually identifies the resource where the machines are to be created to provision the resources. Resource 

allocation allocates the selected resource to the job or task of user’s request. Actually, it means the job submission to the 

selected cloud resource. After the submission of the job, the resource is monitored. There are a number of resource 

management tools available for supercomputing. For example, SLURM is a highly scalable resource manager widely 

used in supercomputers. For data-intensive computing in data center, YARN  and Mesos are two popular resource 

management systems. 

 

STORAGE RESOURCE MANAGEMENT 

 

Storage resource management (SRM) is a proactive approach to optimizing the efficiency and speed with which available 

drive space is utilized in a storage area network, which is a dedicated high-speed network (or subnetwork) that 

interconnects and presents shared pools of storage devices to multiple servers. The SRM software can help a storage 

administrator automate data backup, data recovery and SAN performance analysis. It can also help the administrator with 

configuration management and performance monitoring, forecast future storage needs more accurately and understand 

where and how to use tiered storage, storage pools and thin provisioning. Network Resource Management Managing and 

allocating the network flows to different applications/users is a non-trivial work. Particularly, Software-defined 

networking (SDN) is nowadays a popular approach 

that allows network administrators to manage network services through abstraction of lower-level functionality. This is 

done by decoupling the system that makes decisions about where traffic is sent (the control plane) from the underlying 

systems that forward traffic to the selected destination (the data plane). 

 

There are some other high-level as well as application-specific systems that are built-on top of previous data computing 

systems to form an ecosystem for a variety of applications.  For example, for Hadoop, Apache Pig and Hive are both 

SQL-like systems that are running on it to support analytical data querying processing. HBase is a NoSql database system 

built on top of Hadoop system. Apache Giraph  is an iterative graph pro- cessing system running on Hadoop. Similarly, 

for Spark, Shark and Spark SQL are two analytical data query system built on Spark, and Graphx  is a graph processing 

system for graph applications. We have also witnessed some other data processing sys- tems/platforms that are running 

on currently emerging computing devices such as GPUs.  
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Table 1: Comparison of representative big data processing systems 

 

In this section of the paper, authors have discussed the importance of resource management for big data processing and  

surveyed a number of existing representative large-scale data processing systems. One of the classic issues for resource 

management is fairness. The chapter reviewed 34 the memory less fair resource allocation policies for existing systems 

and showed their unsuitability for cloud computing by presenting three problems. A new Long-Term Resource 

Allocation (LTRF) policy was then proposed to address these problems, and we provably and experimentally validate the 

merits of the proposed policy. This chapter next focused on the resource management for virtual machines on the cloud, 

considering VM migration and consolidation in the cloud environment. Finally, there are many open problems that need 

more research efforts in this field. 
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