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Abstract —- The Fast Fourier transforms (FFT) plays a major role in ruling the performance of many communication 

systems. The butterfly unit is the major building block of FFT architectures which mainly consists of addition and 

multiplication operations over complex numbers. The number representation plays an important role in enhancing the 

speed of any digital system. The strings of digits can be represented using floating-point (FP) arithmetic or fixed-point to 

design butterfly unit. The FP arithmetic provides a wide dynamic range by reducing the design constraints like scaling 

and overflow/underflow, but it has low performance issues in terms of speed when compared to fixed-point 

representation. The fused-dot-product-add (FDPA) unit based on binary sign digit representation (BSD) is used to 

increase the speed of FP butterfly architecture; it is used to compute AB±CD±E. The FDPA unit consists of FP BSD 

multiplier and FP BSD three-operand-adder units that use a BSD carry-limit adder. FP three-operand adder using 

comparator is proposed to reduce the area and delay of the FDPA unit and a new BSD adder is further proposed to 

increase the speed of the existing architectures. The simulations of the architectures in this paper are done by using 

Xilinx software for efficient results. 
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I. INTRODUCTION 

         

  The high speed processors are required to enhance the speed of the communication systems. The FFT co-processor is 

used in real-time multimedia services. It mainly consists of add and multiply operations over complex number. The 

format used to store the information can be either fixed point representation or floating point representation. The fixed 

point representation is most widely used in the design of the FFT architectures because of its high speed compared to FP; 

but in applications, such as banking and finance where precision is an important factor we use FP FFT architectures. The 

FP arithmetic helps the designer freeing from design concerns like scaling and overflow/underflow while providing wide 

dynamic range. The IEEE-758 format [2] specifies the FP arithmetic in computer programming environments. The 

floating-point number is represented as  

(-1)
 sign

 x significand x (base) 
base 

          To increase the speed, reduce area and power we need to fuse several operations into single floating point unit.  In 

this paper we use fused dot product add (FDPA) unit, to compute AB±CD±E using redundant representation. The 

redundant number system is used to eliminate intermediate carry propagation, so that many arithmetic operations are 

performed prior to the final result. The conversion from redundant to non-redundant requires carry propagation. The 

proposed FDPA unit computes AB±CD±E. The techniques that are used to improve the performance of the proposed 

design are 

1)  Design of Redundant FP BSD multiplier. 

2)  Design of Redundant FP BSD three-operand adder. 

3)  Design of FDPA unit. 

  

II. FFT architectures  

 

The equation for N-point FFT is given below 

X[n] =  .WN
nk                                                                              

 ………….(1) 

Where n = 0, 1, 2 …N-1, x (k) is input, WN is the complex twiddle factor; where WN=e-
2∏i/N

. To simplify the hardware 

realization the equation 1 is decomposed into even and odd indices, this decomposition further leads to butterfly unit. The 

butterfly unit is the major building block of the FFT co-processor, which consists of mainly complex adder/subtractor 

and complex multiplier. 

 The conventional approach of DIT butterfly architecture with expanded complex numbers is shown in below 

figure 1. It consists of floating-point multiplication followed by floating-point addition and subtraction which leads to 

fused-multiply-add. The butterfly function cannot be directly implemented by this method even though it saves time, 

power and area.  So, a dot-product unit which saves more time, area and power than fused-multiply-add unit is 

implemented. 
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The fused-dot-product-unit (FDPA) is implemented by combining a floating-point multiplication with a floating 

point three-operand addition. The following figure 2 depicts the FDPA unit with three-operand adder.  

 

 
Figure 1. Conventional approach of DIT butterfly architecture with expanded complex numbers 

 

 The representation of floating-point operands i.e. exponent and significand has a great impact on the 

performance on the FDPA unit. The exponents are represented in twos complement after subtracting the bias according 

to the bias determined by the IEEE format, while the significands of Are, Aim, Bre and Bim are represented in binary sign 

digit(BSD) format [6]. In BSD representation every bit takes the value of {-1,01} , where each BSD bit is represented  by 

two bits posibit(xi) and negabit(Xi).The modified booth encoding is used to store the significands of W, where there is at 

least one 0 in two adjacent positions so that only multiplies of ±B and ±2B are produced. 

 

 
Figure 2. FDPA unit with three-operand adder 

 

2.1. Redundant floating-point BSD multiplier  

Multiplications in any arithmetic operations consumes more time and power, so design of low power multiplier 

unit is still popular in VLSI design. Many algorithms have been proposed to design efficient multipliers, in this paper we 

are going to design redundant floating-point multiplier based on binary sign digit representation.  This design follows 

mainly two steps 

1) Partial product generation and 

2) Partial product reduction 

 

2.1.1 Partial Product Generation (PPG) 

Generation of the partial product is more complicated for the redundant multiplier. Partial products are 

generated by multiplying the multiplier by each bit of the multiplicand. The inputs (A, B, W) of the redundant multiplier 

are represented in different format, so the PPG step for redundant multiplier will be completely different form general 

methods. 

The significand of W is stored in modified booth ranging {1, 0, 1}, where there is at least one 0 in two adjacent 

positions so that only multiplies of ±B and ±2B are produced. This reduces the number of adders required to [n/2] which 

leads to simpler partial product generation to compute n-by-n multiplication. The table for generation of partial product is 

given below table 1 and equivalent circuit diagram is given in below figure 3. One partial product is generated per two 

binary positions of multiplicand W, each binary position of W consists of two bits (Wi
-
Wi

+
) to represent {-1, 0, 1}. The 

multiplicand B is represented in BSD, 2B is generated by 1-bit left shift over B and –B (-2B) is generated by inverting B 

(2B), each partial product consists of (n+1) digits. 
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Table 1. Generation of i
th

 partial product 

 
 

 
Figure 3. Generation of i

th
 partial product 

 

2.1.2 Partial Product Reduction (PPR):  
The partial products generated in the PPG step are reduced using carry limit adders and the final product is 

produced. The BSD adder shown in figure 4 is used for the carry limit addition. The BSD number system is one of the 

optimized redundant number system, which is defined by radix 2 and digit set ranging {-1, 0, 1}. It is used for high speed 

calculations since it eliminates intermediate carry propagation in arithmetic operations. The PosNeg BSD adder for the 

carry-limited addition is shown below figure 4, the negabit is a bit in range {-1, 0} and is represented by capital letters, 

the posibit is a bit in range {0,1} and is represented in small letters. 

 

 
Figure 4. PosNeg BSD adder (2-digit) 

 

For an n-by-n multiplier, the final product produced may be more than 2n, in this paper the significand of A and 

B which are represented in BSD are of 24 bits, and W(represented in modified booth) is of 25 bits. So, the output 

produced is of 51 bit. The BSD carry limit adders are used for the reduction of the partial production; here the reduction 

is done in four levels using 12 BSD adders. The redundant product of the BSD multiplier is given below after discarding 

bits in position 0 to 18. The final product is given to the three-operand adder, the overall block diagram of floating-point 

BSD multiplier is given below figure 5. 
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Figure 5. Floating-point BSD multiplier 

 

 

2.2. FP BSD three-operand adder 

A three-operand adder can be designed by using two 2-operand adders, but it leads to more power consumption 

so we design the Floating-point three operand BSD adder as shown in figure 6. The two inputs(X, Y) to the 3-operand FP 

adder are from redundant FP multiplier and the third input is A with a 24-digit significand. The building blocks of the 

three-operand floating point adder are given below 

A binary subtractor is used to determine the larger exponent between X and Y i.e. ∆ = (EX – EY).  

The multiplexer is used to select the significand with the smaller exponent and sends to a barrel shifter is which 

is used to shift the significand with the smaller exponent ∆ bits to the right.  

The output from the barrel shifter is sent to BSD adder along with the significand with larger exponent, finally 

the SUM output is produced.     

The third-operand A is initially shifted 30 digits to left to reduce the critical path delay of three-operand adder. 

Then the value of ∆A = Ebig – EA + 30 is computed, and the result is passed over barrel shifter. The barrel shifter then 

right shifts the operand A to ∆A positions. 

The SUM output and the second barrel shifter output are added using BSD adder. The 59-bit output produced 

from the BSD adder is normalized using normalization block.  

The normalization block mainly deals with calculation of number of leading zeroes using leading zero detection 

block (LZD)[7].  

The exponent adjustment block subtracts the amount of left-shit bits from the largest exponent. Based on the 

round and guard bits the round value is determined and it is added to the digit in rounding position. 

 

 
Figure 6. Floating-point three operand BSD adder 
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III. Proposed three-operand-adder using comparator 
 

The floating-point three-operand BSD adder shown in figure 6 which contains four multiplexers is replaced by a 

single comparator in the proposed design. This makes the design easy by reducing the area and delay. The comparator is 

used to find the larger exponent from the three exponents. A new BSD adder is also proposed, this BSD adder can be 

used when BSD adder contains some inputs as zero.  The proposed BSD adder is faster than the previous BSD adder and 

used in the proposed FP three-operand-adder. The block diagram of the BSD adder is shown in figure 7. 

  

 
             Figure 7. BSD adder with some inputs assigned to zero 

 

 
Figure 8. Proposed FP three-operand adder using comparator 

 

The block diagram for the proposed three-operand adder using the comparator is shown in figure 8. The output 

S1 of the comparator represents the significand of exponent with smallest value, S2 represents the significand of 

exponent with largest value among X and Y respectively. 

 

IV. Simulation results 

 

The simulation results of the FP BSD multiplier and FP three-operand BSD adder are shown in figure 9 and 

figure 10. 
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Figure 9. Simulation result of Floating-point BSD multiplier 

 

 
Figure 10. Simulation result of Floating-point three-operand BSD adder 

 

 

V. Evolutions and comparisons 

 

The evaluation results of the architectures proposed are presented and compared with previous architectures 

using Xilinx, Spartan 6 FPGA. The comparison of the proposed design with the existing one is shown in the table 2.  

 

 

Table 2. Comparison of existing and proposed three-operand adders 

 

 Existing three-

operand adder 

Proposed three-

operand adder 

Exponent 

comparison and 

significand 

alignment 

2 x (8 bit sub), 

4 x MUX, 

2 x shifter, 

+30 block 

2 x (8 bit sub), 

comparator, 

2 x shifter, 

+30 block 

Significand 

addition 

2 x existing BSD 

adder 

2 x proposed BSD 

adder 
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 The comparison of the results of the existing and proposed architectures using Xilinx Spartan 6 FPGA is given 

below in table 3. 

Table 3. Comparison of results of the existing and proposed architectures 

 tech. delay 

(ns) 

Area 

(μm
2
) 

Existing three-

operand adder 
45 nm 3.24 57,122 

Proposed three-

operand adder 
45 nm 2.75 51,450 

 

 

VI. Conclusion 

 

High speed butterfly architectures are designed using BSD representation and fused-dot-product. The use of 

redundant number system for the significands of the floating-point operands eliminates the intermediate carry-

propagation. Modified booth encoding is used to speed up the floating-point multiplier. The fused-dot-product unit 

(FDPA) combines more floating-point operands; higher speed is achieved by eliminating extra leading-zero-detection 

(LZD), normalization and rounding units. A new BSD adder is proposed to further speed up BSD additions which in turn 

increases the speed of butterfly architecture. A comparator is designed and used in the design of three-operand adder; this 

comparator replaces four multiplexers thus reduces the delay and area in the proposed design. The results were compared 

using Spartan 6 FPGA 45nm technology. The delay is 15% less and the area is reduced to 51,450 μm
2
 when compared to 

existing three-operand adder. 
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