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Abstract — A method for the automatic classification of cardio beats from an electrocardiogram (ECG) is presented in 

the paper. This beats classification is based on an analysis of QRS and DWT based feature extraction. The principal 

component analysis (PCA) is used for parameter analysis and recognition of cardiac beats. These parameters are 

calculated for beats with 4 types of classes (L, A, P and R) from ECG records retrieved from the MIT-BIH arrhythmia 

database. Further SVM is applied as classifier for automatic detection of heart beats. Analysis of the different groups 

shows the overall recognition performance was 96.43% with SVM and 97.75% with PCA-SVM.] 
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I. INTRODUCTION 

 

The Wavelet Transform in recent years has become a technique that has been the object of study by researchers 

in the analysis of signals from a wide variety of areas of Science, Engineering and Medicine. 

The Wavelet Transform analysis is being applied to a wide variety of biomedical signals including 

electromyographic (EMG) signals, electroencephalographic (EEG) signals, clinical sounds, respiratory patterns, blood 

pressure trends, and deoxyribonucleic acid sequences (DNA), along with the signals object of this project the 

electrocardiographic (ECG). 

At present there are a large number of applications for the processing of signals of physiological origin, mainly 

due to the complexity in the extraction of rules and specific characteristics for the implementation of algorithms that 

unequivocally reflect the medical knowledge derived from the interpretation of the biological / biomedical signals 

treated. 

A bibliographical review of the methods and techniques used in the pre-processing, feature extraction, segmentation, as 

well as the sources related to the reduction of characteristics related to the stages of the ECG signal analysis process is 

discussed. 

In summary, it is a question of elaborating the framework in which the present project fits, reviewing the 

investigations carried out in the study and analysis of the biomedical signals, the electrocardiographic signals in 

particular, situating, in this way, the context in the will locate the present study. 

To this end, and as a summary of the bibliographical references studied regarding the work on ECG signals, it is 

observed that a scheme commonly accepted in this process is shown in Figure 1, structured in several stages. 

 

 
 

Figure 1. General process developed in the analysis of the beats of a Holter ECG signal 
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The analysis and classification of the heart beats can be made from temporal and morphological studies of the 

electrocardiographic signal. 

In general, to achieve the characterization of the shape of a QRS complex by means of its destinguibles points, it 

is inevitable the accumulation of large amounts of data that are not always essential to obtain results accurate. 

The Principal Component Analysis or PCA (Principal Component Analysis), is a statistical synthesis technique 

of information or reduction of the dimension (number of variables). In data banks with many variables, the PCA 

technique allows to reduce the number of such variables, without losing substantial information. The new factors or 

components will be a linear combination of the original variables, and independent of each other. 

A key aspect in the Analysis of Principal Components is the interpretation of the factors, which is not given to 

priori, but it is deduced after observing the relation of the results with the initial variables. This task is not always trivial. 

 The objective of the present work is to extract the points of the electrocardiographic signal (ECG) that describe 

each one of the QRS complexes for their morphological analysis and then apply the principal component analysis 

techniques (PCA) to minimize data redundancy and obtain an appropriate model. 

 

I. MATERIALS AND METHODS 

 

A. Electrocardiographic Signal 

A 5-minute extract of signal No. 100 from the MIT-BIH arrhythmia database was used. This signal belongs to the 

group of electrocardiographic signals considered normal, that is without arrhythmias. 

 

B. Algorithm for the determination of QRS points 

The algorithm uses both the electrocardiogram signal and the annotation file also extracted from the base of 

Arrhythmia data from MIT-BIH corresponding to that signal. This log file contains, in the first column, the time in which 

the Q wave occurs in each ventricular beat (which marks the beginning of the QRS complex); in another column the 

order of the sample corresponding to that data is indicated; the code of classification of the beat ("N" if it is a normal 

beat). The first two rows of the archive. 

 

0: 00.194 70 N  

                0: 01.005 362 N     (1) 

 

The algorithm, designed with MATLAB
®

 (The MathWorks, Natick, Massachusetts, USA), combines the two 

files, and from the agreement between the data file and the signal annotation, a matrix with the data is generated that 

correspond to the QRS complex, one row for each beat. To determine the end of the event, the S wave is identified which 

is the first point of inflection after the peak R (Figure 2). The turning point is recognized by a change in the sign of the 

slope, or by having a zero slope or by a significant change thereof. It was determined for it the derivative of the 

difference of two points shown in equation 1. When this minimum point is detected, the charge of the matrix for that 

heartbeat. 

 
 

Figure 2. QRS complex. Determination of QRS complex through peaks Q and S 

 

Irregular beats form two groups: the first comprises fibrillation and ventricular tachycardia which are dangerous 

and the ECG signal represents the electrical activity of the need for immediate therapy with a heart, is probably the 

diagnostic technique of the defibrillator; the second group concerns the most common cardiac pathologies. ECG is non-



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 4, Issue 11, November-2017, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 
 

@IJAERD-2017, All rights Reserved  507 

hazardous arrhythmias but which require a non-stationary randomized signal, structured preventive therapy of other 

problem. These disorders (Figure 2) by the succession of wave and cardiac forms are also classified according to the 

frequency and the interval of the (P, Q, R, S, and T). Any rhythm modification described by the number of cycles or 

morphological or temporal contractions of its events (or ventricular (depolarization of the ventricles) by chronic) 

constitutes a cardiac pathology. The minutes, marked on the ECG by the number of changes concerning the complex 

rhythm or frequency QRS are cardiac arrhythmias (fatal diseases). A number of works [1], [2], [3], [4], [5], [6], and [7] 

have been successfully performed for clinical and technological problem highlighting arrhythmias, but they defy by 

(means and approaches). They are varied and the choice of types and number of parameters to approach them are also 

varied, significant that characterize the arrhythmia in question. It is possible to define the premature ventricles) in cardiac 

arrhythmias by the irregularity of the beats [6] [8] with cardiac arrhythmias or as a group of different parameters, 

approaches and results. 

  On the other hand, several classification methods have been proposed in the literature to classify the arrhythmic 

beats in normal or abnormal (arrhythmic) beats for some and others according to different rhythms (TV and BV) [4] , [9] 

and [10] compares three different procedures to characterize the rhythms to be classified by an LVQ network. But in 

most cases the essential parameters are measured around the QRS complex (width, shape and amplitude) and more 

particularly the detection of the R wave which is a dominant parameter [4], [6], [9]. Especially for atrial arrhythmias 

(atrial fibrillation) the P wave and the PR interval are privileged. 

Inspired by several works cited, we propose an approach of automatic recognition to detect several arrhythmias. 

It involves methods of non-linear analysis by neural networks and tools of non-stationary analysis by the wavelet 

transform (WT) which have very interesting adaptation properties. 

Currently the wavelet method has become a technique, par excellence, very effective to extract the parameters that 

characterize the arrhythmia in its various forms. Many works using wavelets have been successfully carried out, in 

particular the articles [11], [12] and [13] have amply demonstrated the contribution of the ECG signal. It makes it 

possible to produce the start and end times of waves and intervals and to filter the signal. 

 

C. Feature Extraction 

The matrix containing the data describing each QRS complex has a total of 30 columns. In most of the cases the 

beats do not exceed an average of 20 samples, in the case of normal beats. That is to say that there is data redundancy. 

The PCA method aims to eliminate this redundancy. 

 

    (2) 

Let  be the signal (ECG) to be analyzed, the mother wavelet  is chosen to serve as a prototype for all 

the windows. All the windows that are used (daughter wavelets) are dilated (or compressed) and offset versions of the 

mother wavelet. 

The DWT is a function of two parameters τ and s which is the coefficient of the (WT) of the signal  using the parent 

ocean of analysis : 

            (3) 

Once the mother wavelet is chosen, the calculation begins with . This first value of s corresponds to the most 

compressed wavelet, the DWT is calculated for all the values of s <1 and s>1. Then the Two parameters τ and s are 

increased by a sufficiently small step. This corresponds to the sampling of the time scale plan.  

 

D. Dimension Reduction 

 

PCA Technique 

In many applications, a set of n objects are represented through a collection of m descriptors, indexes or 

parameters. In some cases, m is a very large number, which hinders the analysis of the data set in all its dimensionality; 

that is to say that the n objects can be considered as n points located in a space of m dimensions. The objective is to 

classify those objects and represent them in a space with a smaller dimension p (p <m), in such a way that the projection 

in that space is optimal. 

In the PCA methodology, the descriptors are ordered in a matrix A of dimension n×m (223×30 in our case). The 

mathematical criterion used to achieve the dimensionality reduction is such that, for a predetermined value of p, the 
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maximum total statistical variance of the original data is retained in that subspace. The most common is to obtain vector 

columns centred and normalized dimensionless. So to each column  of matrix A, 

    (4) 

The calculated average is 

     (5) 

And the standard deviations multiplied by n, 

             (6) 

Obtaining the following dimensionless matrix of variables: 

     (7) 

Where each  column vector is defined from the transformation 

          (8) 

The matrix of dimensionless homogenized variables allows to calculate the matrix of the correlation coefficients 

between each pair of data columns: 

       (9) 

This matrix is of dimension . 

The principal components are given by the eigenvectors of the matrix R. All eigenvalues are not negative, since 

the matrix Z is obtained in such a way that it is defined non-negative. These eigenvalues are the parameters that indicate 

what fraction of the original total variance retains each new Main Component: 

         (10) 

Therefore, the order, from highest to lowest, of the eigenvalues induces an order of preference of the principal 

components. We will assume that: 

        (11) 

Now, 

            (12) 

Where   is the eigenvector associated with ,  so on up to m. 

The first Principal Component, x1 represents the largest amount of variance of the original data,  retains the 

second greater variance, and so on up to m. The set of the Main Components generates a new coordinate matrix. To the 

coefficients of each own vector  are called weights (loadings) and indicate which linear combinations of the original 

variables should be build to define the new dimensionless coordinates. The most usual, in order to reduce the 

dimensionality of the problem, is to choose p = 2 or p = 3 first Main components. In our case p = 5. 

 

E. Classification using Support Vector Machine (SVM) 

Our objective is to evaluate the performance of a binary classifier with rejection, we first retained the annotations of 

the American Heart Association (AHA) [14] and the practical recommendations of the AAMI standard to form two 

classes of beats (normal beats and ectopic beats) 

 The positive class (P) represents ectopic beats, premature beats and some unknown beats. 

 Negative class (N) represents the normal beats (about 70% of the study base) and some abnormal beats LBBB 

(Left Bundle Branch Block), Right Bundle Branch Block (RBBB). 

According to the AAMI (American Association for Medical Instrumentation) guidelines, records (102, 104, 107, 

217) containing beats from pacemakers are excluded from this study. Recordings not containing PVC beats (11 records) 

are also excluded [15]. We then have 33 recordings of interest. Note that no selection of signals is based on their quality. 

Learning Base 

To constitute a good learning base that would allow us to generalize our classifier and thus obtain a global 

classifier, we took in a random way 10 records from which we used the beats present in the first 5 minutes, i.e. 1500 

beats tagged by cardiologists. 

The cardiac beats being segmented and quantified by discriminating parameters, are each represented by a 

characteristic vector. 
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Test Basis 

From each recording, we use the last 25 minutes for the test phase. Thus, the learning base is completely 

dissociated from the test database. This allows us to evaluate the generalization capacity of our classification algorithm. 

 

II. RESULTS 
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Figure 3: QRS on filtered signal 

 

Table 1. Accuracy with training overhead reduction 

 

Methods Accuracy Training overhead 

SVM 95.7% 1000x150 

PCA-SVM 97.1% 1000x118 

 

After applying the tools provided by MATLAB for the determination of the Principal Components, obtained the 

correlation matrix that has a dimension of 30×30, which was arbitrarily transformed into the matrix X in ascending order 

according to the weights of the eigenvalues of the matrix. 

This comparison helps to identify and focus the few vital factors differentiating them from the many useful 

factors. The application of the same allows to visually display in order of importance, the contribution of each element in 

the total effect. 

III. CONCLUSION 

 

The Principal Component Analysis (PCA) method is effective, and allowed to meet the objectives mentioned 

above. It was possible to reduce a data matrix of 12 % of original data. With this tool, data redundancy was eliminated to 

speed up the computational times, which is a primary objective in information processing. Further SVM is applied as 

classifier for automatic detection of heart beats. Analysis of the different groups shows the overall recognition 

performance was 96.43 % with SVM and 97.75 % with PCA-SVM. 
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