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Abstract:- Weather analysis has been playing its vital role in meteorology and become one of the most challengeable 

problems both scientifically and technologically all over the world from the recent years. This research paper carries 

historical weather data collected locally at South Indian textile city, Coimbatore that was analyzed for useful knowledge by 

applying data mining methods. Data includes last five years’ period [2012-2017]. It had been tried to extract useful practical 

knowledge of weather data on monthly based historical analysis. This Proposed research work was done using data mining 

tool called Weka  by examining changing patterns of weather parameters which includes maximum temperature, minimum 

temperature, wind speed and rainfall. After preprocessing of data and outlier analysis, improved fuzzy  K-means clustering 

algorithm and Decision Tree techniques were applied. Two clusters were generated by using improved  K-means Clustering 

algorithm with lowest and highest of mean parameters. The result obtained with smallest error (27%) was selected on test 

data set. While for the number of rules generated of the given tree was selected with minimum error of 20%. The results 

showed that for the given adequate set data, these techniques can be used for weather investigation and climate change 

studies. 
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I. INTRODUCTION 

 

To expect the weather by numerical means, meteorologists have developed impressive models that approximate the 

atmosphere by using mathematical equations to describe how atmospheric temperature, pressure, and moisture will change 

over time. The equations are programmed into a computer and data on the present atmospheric conditions are fed into the 

computer. The computer solves the equations to determine how the different atmospheric variables will change over the next 

few minutes. The computer repeats this procedure again and again using the output from one cycle as the input for the next 

cycle. For some desired time in the future (12, 24, 36, 48, 72 or 120 hours), the computer prints its calculated information. It 

then analyzes the data, drawing the lines for the projected position of the various pressure systems. The final computer-drawn 

forecast chart is called a prognostic chart. A forecaster uses the progs as a guide to predicting the weather. There are many 

atmospheric models that represent the atmosphere, with each one interpreting the atmosphere in a slightly different way. 

Weather forecasts made for 12 and 24 hours are naturally quite accurate. Forecasts made for two and three days are usually 

good. Beyond about five days, forecast accuracy falls off swiftly. 

Data mining objectives is to provide accurate knowledge in the form of useful rules, techniques, visual graphs and models for 

the weather parameters over the datasets. This knowledge can be used to support the decision-making for various sectors. The 

goals for data analysis are those which involve weather variations that affect our daily runtime changes in min and max 

temperature, humidity level, rainfall chances and speed of wind. This knowledge can be utilized to support many important 

areas which are affected by climate change includes Agriculture, Water Resources, Vegetation and Tourism. This research 

work shows that human society is affected in different ways by weather affects.  

 

II. Review of Literature 

 

Many researchers have been conducted for stream clustering of data. Aggarwal et al. [1] proposed CluStream framework for 

clustering evolving data stream; CluStream uses the concept of pyramidal time frame in conjunction with micro clustering 

approach. However, the CluStream framework does not handle trajectory stream data. 

 Elnekave et al. [2] presented an incremental clustering algorithm for finding evolving groups of similar mobile objects in 

spatiotemporal data. In this algorithm, each trajectory is represented by set of minimal bounding box (MBB), the entire 
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overlapping between two trajectories. MMBs represent the similarity between them. The algorithm uses a developed version 

of incremental -mean algorithm to cluster moving object trajectories. 

 Jensen et al. [3] presented a disk-based algorithm for continuous clustering of moving object. The algorithm employs 

clustering features structure that can be updated incrementally. Moving object may be deleted from or inserted into a moving 

cluster during a period of time. Next, the approach merges and splits the clusters through monitoring their compactness.  

Li et al. [4] suggested the TCMM framework which consists of two parts: online micro clustering and offline macro 

clustering for incremental trajectories clustering. Online micro clustering stores statistical information of similar trajectory 

segments in cluster features (CF) data structure and updates CFs when new batch of segments is added. Similar CFs are 

merged to solve memory limitation issue. Offline clustering is implemented on the set of micro clusters based on density 

based clustering when user sends request to see the clustering results. Some studies use optimization strategies such as 

indexes or pruning to minimize search and enhance the efficiency of clustering.  

Yu et al. [5] proposed ConTraClu algorithm to cluster continuous high speed trajectories data stream and discover moving 

pattern such as flock. The algorithm consists of online clustering of trajectory segments depending on density based approach 

and updating process of closed clusters depends on bi-Tree index. 

 Da Silva et al. [6] proposed an incremental algorithm for trajectory data stream. The algorithm uses a micro group structure 

to truck moving object and its evolution at consecutive time windows. Micro group describes the relationship among moving 

objects and evolves (merge or split) in the next time period.  

Mao et al. [7] produce two-stage framework TSCluWin over sliding window model. During the first stage, sufficient 

summarized information of the micro clusters is stored and maintained continuously in EF data structure. During the second 

stage, a small number of micro clusters are produced depending on micro clusters. There also exist some different approaches 

but they deserve to be mentioned. Costa et al. [8] interpret trajectory as a discrete time signal and use Fourier transform to 

measure the similarity between two trajectories. 

 

III.MATERIALS AND METHODS 

 

Data Cleaning  

In this stage, a consistent format for the data model was developed which took care of missing data, finding duplicated data, 

and weeding out of bad data. Finally, the cleaned data were transformed into a format suitable for data mining.  

Data Selection  
At this stage, data relevant to the analysis was decided on and retrieved from the dataset. The meteorological dataset had ten 

(10) attributes, their type and description is presented in Table 1, while an analysis of the numeric values are presented in 

Table 2. Due to the nature of the Cloud Form data where all the values are the same and the high percentage of missing 

values in the sunshine data both were not used in the analysis. 

Data Mining Stage  

The data mining stage was divided into three phases. At each phase all the algorithms were used to analyze the 

meteorological datasets. The testing method adopted for this research was percentage split that train on a percentage of the 

dataset, cross validate on it and test on the remaining percentage. Thereafter interesting patterns representing knowledge were 

identified. 

Data Conversion  
That is also known as the data association. This is selected form of data into a suitable data mining stage. Save the data files 

in comma-separated by value (CSV) format of file and data set was standardized to reduce the data scaling.  

Data Mining Phase  

This phase has divided into the three more stages. At individually stage, the algorithm for analyzing meteorological data sets 

is implemented. Then test methods are used in this study which is the percentage split of the data set for training, cross 

validation and testing of the remaining percentage. Subsequently, this recognizes the knowledge representation of interesting 

patterns. 

 

Data pre-processing  

The data preprocessing is the next step of data mining after collection of data. Challenges in temperature, rainfall and wind 

speed data; knowledge discovery process is facing poor data quality. Thus, the data is pre-processed to remove noise and 

unwanted data. Pretreatment means concentrating the removal of other unwanted variables from the data, while the data 

preprocessing includes these steps:  

1. Data scrubbing: it’s the stage where noise and irrelevant data is removed. Data cleaning procedures are implemented to fill 

out missing values and to eliminate noise in recognizing outliers and to correct data irregularities  

2. Data integration: it’s recognized as the data conversion; in this stage, the suitable form of data is converted for the 

procedure of data mining by reduction of data and construction of attributes.  

 



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 4, Issue 11, November-2017, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 
 

@IJAERD-2017, All rights Reserved  842 

IV.PROPOSED ALGORITHM 
 

1. Collect weather data(govdata.in)  after every one hour and save it in the original database.  

2. After every two hours, previously stored data is converted into ordered data by using Weka tool. All type of data that is 

stored in database is finally stored in the modified “structural weather database”.  

3. “Structural weather database” is further divided into four sub-databases on the basis of weather separation.  

4. Cluster centers are produced with the help of genetic algorithm  after applying improved fuzzy K-Mean clustering 

algorithm to structural data.  

5. Whenever any new data is added into the database then use improved fuzzy K-Means clustering to handle the new data 

addition.  

6. Find the resulting clusters.  

7. By using priority based algorithm, calculation of results can be done for different years (max 5 years).  

8. By using threshold temperature value ranges, we can forecast the probable weather condition for a particular time period  

 

Table 1: Attributes of Meteorological Dataset 
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Table 3: Coimbatore District Hourly Weather History & Observations 

Time (IST) Temp. 
Heat 

Index 

Dew 

Point 
Humidity Pressure Visibility 

Wind 

Dir 
Wind Speed Conditions 

12:00 AM 26.0 °C - 22.0 °C 78% 1014 hPa 4.0 km East 9.3 km/h / 2.6 m/s Haze 

12:30 AM 26.0 °C - 21.0 °C 74% 1014 hPa 4.0 km East 9.3 km/h / 2.6 m/s Haze 

1:00 AM 26.0 °C - 21.0 °C 74% 1014 hPa 4.0 km East 3.7 km/h / 1.0 m/s Haze 

1:30 AM 25.0 °C - 22.0 °C 83% 1014 hPa 4.0 km ENE 3.7 km/h / 1.0 m/s Haze 

2:30 AM 25 °C - 22 °C 77% 1012 hPa 4 km NE 9.3 km/h / Mist 

2:30 AM 25.0 °C - 22.0 °C 83% 1013 hPa 4.0 km NE 9.3 km/h / 2.6 m/s Haze 

3:00 AM 25.0 °C - 22.0 °C 83% 1013 hPa 4.0 km ENE 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

3:30 AM 25.0 °C - 23.0 °C 89% 1013 hPa 4.0 km ENE 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

4:00 AM 25.0 °C - 23.0 °C 89% 1013 hPa 3.5 km ENE 
13.0 km/h / 

3.6 m/s 

Scattered 

Clouds 

4:30 AM 24.0 °C - 22.0 °C 89% 1013 hPa 3.0 km ENE 7.4 km/h / 2.1 m/s 
Scattered 

Clouds 

5:30 AM 24 °C - 22 °C 89% 1012 hPa 4 km NE 5.6 km/h / Mist 

5:30 AM 24.0 °C - 23.0 °C 94% 1011 hPa 3.0 km NE 5.6 km/h / 1.5 m/s Partly Cloudy 

7:00 AM 24.0 °C - 23.0 °C 94% 1014 hPa 1.5 km ENE 7.4 km/h / 2.1 m/s 
Scattered 

Clouds 

7:30 AM 24.0 °C - 22.0 °C 89% 1015 hPa 2.0 km ENE 5.6 km/h / 1.5 m/s 
Scattered 

Clouds 

8:00 AM 25.0 °C - 22.0 °C 83% 1015 hPa 2.0 km East 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

8:30 AM 25 °C - 22 °C 81% 1014 hPa 4 km East 9.3 km/h / Mist 

8:30 AM 25.0 °C - 22.0 °C 83% 1016 hPa 2.0 km East 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

9:00 AM 25.0 °C - 22.0 °C 83% 1016 hPa 2.5 km East 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

9:30 AM 27.0 °C 29.2 °C 22.0 °C 74% 1016 hPa 2.5 km East 
11.1 km/h / 

3.1 m/s 

Scattered 

Clouds 

10:00 AM 28.0 °C 30.7 °C 22.0 °C 70% 1016 hPa 3.0 km ENE 
11.1 km/h / 

3.1 m/s 
Haze 

10:30 AM 29.0 °C 32.0 °C 22.0 °C 66% 1015 hPa 4.0 km East 
14.8 km/h / 

4.1 m/s 
Haze 

11:00 AM 29.0 °C 31.3 °C 21.0 °C 62% 1015 hPa 4.0 km East 
14.8 km/h / 

4.1 m/s 
Haze 

11:30 AM 30 °C - 20 °C 46% 1012 hPa 4 km NE 11.1 km/h / Haze 

11:30 AM 30.0 °C 31.9 °C 20.0 °C 55% 1014 hPa 5.0 km NE 
11.1 km/h / 

3.1 m/s 
Haze 

12:30 PM 31.0 °C 32.4 °C 19.0 °C 49% 1013 hPa 6.0 km East 
11.1 km/h / 

3.1 m/s 

Scattered 

Clouds 

1:00 PM 32.0 °C 34.1 °C 20.0 °C 49% 1013 hPa 6.0 km NE 
11.1 km/h / 

3.1 m/s 

Scattered 

Clouds 

1:30 PM 32.0 °C 33.5 °C 19.0 °C 46% 1012 hPa 8.0 km East 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

2:00 PM 32.0 °C 33.5 °C 19.0 °C 46% 1011 hPa 8.0 km ENE 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

2:30 PM 32 °C - 19 °C 36% 1008 hPa 4 km East 9.3 km/h / Haze 

2:30 PM 32.0 °C 33.5 °C 19.0 °C 46% 1011 hPa 8.0 km East 9.3 km/h / 2.6 m/s 
Scattered 

Clouds 

3:00 PM 32.0 °C 33.5 °C 19.0 °C 46% 1010 hPa 8.0 km NE 7.4 km/h / 2.1 m/s 
Scattered 

Clouds 
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Time (IST) Temp. 
Heat 

Index 

Dew 

Point 
Humidity Pressure Visibility 

Wind 

Dir 
Wind Speed Conditions 

3:30 PM 32.0 °C 33.5 °C 19.0 °C 46% 1010 hPa 8.0 km East 
14.8 km/h / 

4.1 m/s 

Scattered 

Clouds 

4:00 PM 32.0 °C 33.5 °C 19.0 °C 46% 1010 hPa 8.0 km East 9.3 km/h / 2.6 m/s Partly Cloudy 

4:30 PM 32.0 °C 33.5 °C 19.0 °C 46% 1010 hPa 8.0 km East 
11.1 km/h / 

3.1 m/s 
Partly Cloudy 

5:00 PM 32.0 °C 33.5 °C 19.0 °C 46% 1010 hPa 8.0 km East 
11.1 km/h / 

3.1 m/s 
Partly Cloudy 

 

V.SYSTEM DESIGNED 

 

Weather forecasting system provides us the information about future weather conditions for a particular region, 

locality over a specified time period. Weather directly depends upon the air molecules which can absorb high frequency 

sunrays. The air molecules data is collected by the system periodically after every one hour. The Weka tool uses these raw 

data to bound large information to find the “Structural weather Database”. Then we have applied improved  k-mean 

algorithm to this database. Then we have stored the resultant data in the main database. So accordingly, we classified the 

main database into four regions that are grouped according to the direction of wind flow over the year.  

First region includes December, January, February; second region includes March, April; in the third region May, 

June, July; and in the last region August, September, October, November are included. First region is considered as winter 

region. Second and fourth are known as temperate region. Third is called summer region. When we have to search any data, 

then we can search it in its particular domain. In the k-mean algorithm we have organized data into clusters according to the 

region. Incremental improved  k-mean algorithm is used for the addition of any new data and it makes the data fit into the 

proper cluster. The initial cluster center is generated by using the genetic algorithm. When the user enters data to the system, 

then it is compared with the previous set of data using the priority based algorithm. Multiple year data is stored in the 

database, now with the help of [(1/3-α), (α), (1/3)] we can use the order of priority. With the help of the record of statistics, 

we can conclude that weather basically depends on 2nd last year. So choose priority (1/3-α), (α) and (1/3) for the lastyear, 

2nd last year (highest priority) and 3rd last year respectively. Prediction calculation has been done based on three years, 

where α is taken as a constant variable. 

 

VI.PERFORMANCE ANALYSIS 

 

The collected data sets are used in Weka to forecast analyse the weather data with the improved fuzzy K-means cluster 

algorithm. 

 
Figure 1: Classification of weather data 
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Figure 2: Clustering the data sets 

 

 
Figure 3: Associativity among the collected weather data 

 
Figure 4: improved Fuzzy K-means cluster based weather data visualization 
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VII.CONCLUSION 

  

With the help of proposed improved fuzzy K-mean clustering algorithm and weka tool, we have introduced a new technique 

to forecast the weather data in Coimbatore region. This technique is also suitable for the dynamic environment where the 

weather conditions change frequently. The fuzzy algorithm was used by us to find out or to make guess of initial cluster 

center. It has given us more suitable results. This technique does not give completely accurate results; it just forecasts the 

probable results. In the upcoming work, it can be extended to any huge data sets with varied parameters for effective analysis 

and correct prediction. This method can used to some other air pollution databases of different regions for weather 

forecasting.  
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