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Abstract — Checking websites for online reviews and opinions online before buying a product or visiting a place has 

become quite common now-a-days. Millions of people express their opinions on social media networking sites, blogs and 

review sites on various topics including movies, restaurants, products etc. These websites provide myriad amount of 

information that are not only useful to the creators of these entities, but also to their customers and rivals. Analyzing and 

categorizing the sentiments expressed around the aspects present in these opinions, instead of overall polarity, have 

become a critical factor to make decisive recommendations. Consider the sentence,  

“                           एक                           क     ,                        |” 

In this sentence, the customer has expressed his opinion about a mobile phone for „battery‟ aspect with a positive 

sentiment but for „processor speed‟ aspect the sentiment expressed is negative. A user may set his priority on certain 

aspects or features and decide to buy the product. Hence, it becomes important to provide a granular level of 

recommendation. Our project aims at improving ABSA model on Hindi reviews with latest technologies of Deep Neural 

Networks. 

 

Keywords- Hindi Sentiment Analysis, Natural Language Processing, Sentiment Analysis, Aspect Based Sentiment 

Analysis. 

I. INTRODUCTION 

 

Hindi is the widely spoken language in India, when compared in terms of speaker population, Hindi ranks 5th in the 

world. The main issue with sentiment analysis involving Hindi is due to the non-availability of benchmark datasets and 

the scarcity of various other resources and tools required. 

Initially, sentiment analysis was performed mainly to detect the overall polarity (e.g., positive or negative) of a given text 

or text span [1][4] Sentiment analysis in Indian languages are still largely unexplored due to the non-availability of 

various resources and tools such as annotated corpora, lexicons, Part-of- Speech (PoS) tagger etc. Existing works [3]-[9] 

involving Indian languages mainly discuss the problems of sentiment analysis at the higher level –sentence or document 

level, with the aim of classifying sentiments. However, the need for a more fine-grained approach, such as aspect-based 

(or feature based) sentiment analysis (ABSA), has become the need of the hour [2]. 

In 2014, a SemEval shared task [12] was contributed to address this problem in two domains namely, restaurant & 

laptop. It included four subtasks: 

 Aspect Term Extraction (ATE) 

 Aspect Term Sentiment (ATS) 

 Aspect Category Detection (ACD) 

 Aspect Category Sentiment (ACS) 

In this project we are concentrating on the first 2 subtasks namely Aspect Term Extraction (ATE) & Aspect Term 

Sentiment (ATS). 

  

II. ASPECT BASED SENTIMENT ANALYSIS 

 

There are 4 subtasks in an Aspect Based Sentiment Analysis as defined in SemEval shared tasks [11]. Each of these is 

defined below:  

 Aspect Term Extraction (ATE): Aspect Term Extraction aims to extract explicit aspect terms that are present 

in user reviews. It is treated as a sequence labeling problem, where labels are assigned to a sequence of 

terms. Here we identify all aspect terms irrespective of whether it expresses sentiment or not.  

 Aspect Term Sentiment (ATS): This is treated as a classification problem, i.e. classifying the sentiment 

around the aspect term into positive, negative, neutral and conflict. At this stage we assume that the aspect 

terms are given and we are required to determine the polarity of each aspect term (positive, negative, 

conflict, or neutral). 

 Aspect Category Detection (ACD): It is treated as a multi-label classification problem, where each review 

belongs to zero or more predefined categories. 

 Aspect Category Sentiment (ACS): Here the aspect category is given and we have to identify the sentiment 

expressed towards that aspect category in the review has to be classified into positive, negative, neutral and 

conflict.  
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Our goal here is to identify the aspect terms in a given review, extract sentiments expressed by the aspect in the 

review and classify the sentiment into positive, negative, neutral or conflict. 

 

III. RELATED WORK 

 

Not much work has been done in this field for Hindi language. Earliest work done in this field was in 2009 by Rao et al. 

[14] where they worked on three languages –English, French and Hindi. The concept behind their work was having prior 

knowledge of polarity of the term based on which polarity of the sentence can be deduced. They obtained polarity of 

terms from WordNet & other thesauri for cases where WordNet did not exist. They also covered synonyms and 

hypernym relationships between words to obtain better results. They obtained an F1-score of 91%. Their method failed 

when monolingual raw text was provided. Hypernym, antonym, etc. relationships were suggested for future work. 

Das et al. [8] in 2010 created SentiWordNet, a sentiment lexicon for Bengali, Hindi and Telugu languages using bi-

lingual dictionary and existing WordNet. They used resources like Shabdkosh and Shabdanjali along with English 

language‟s SentiWordNet. To test the system, manual evaluation was done by picking up 100 random words from Hindi 

SentiWordNet. Accuracies of 88% and 91% were obtained for positive and negative polar words respectively. Complete 

evaluation of Hindi SentiWordNet was never made though. 

Alternatively, a fallback strategy was suggested by Joshi et al. [3] in 2010 for Hindi sentiment analysis. As per them 

sentiment classification can be performed using –In-language technique, where a model is created on a training data in 

the same language, Machine translation technique, where given sentences are translated to English language and an 

English language trained classifier is used, and lastly, HSWN (HindiSentiWordNet) technique, where polarity of the 

sentence is calculated from the polarity of individual terms in it. As per the results obtained, In-language technique 

provided best results with the accuracy of 78.14%. 

Hindi Subjective Lexicon (HSL) was created by Bakliwal et al. [15] in 2012 that consisted of adjectives and adverbs with 

their polarity scores. They used WordNet and pre-annotated seed list with 45 adjectives and 75 adverbs. They considered 

synonym and antonym relationship among words too. To evaluated HSL, they performed classification, tested against 

existing resources and manual evaluation by experts. Piyush Arora [16] in 2013 too created a subjective lexicon and 

proposed different techniques of performing sentiment classification. 

Later Mittal et al. [6] in 2013 worked on improving HSWN by adding more opinion words to it. They also worked on 

handling negation and discourse relation among words. To evaluate the system, they performed sentiment classification 

that gave an accuracy of 80.21%. 

Opinion Mining system for Hindi language was put forth by Sharma et al. [7] in 2014 which took care of negation 

handling as well. They obtained an accuracy of 65%.  

Hindi Senti Lexicon containing nouns, adjectives, verbs and adverbs was created by Sharma and Bhattacharya in 2014 

[17]. A Multi-module sentiment analysis system was created to verify the senti lexicon. But this system heavily depended 

on an effective POS tagger; a window size of 3 words was considered which might have missed out on discourse relation 

among terms. 

In 2015 a shared task was created for sentiment analysis for Indian languages Hindi, Bengali and Tamil –SAIL Shared 

Task 2015. They provided a set of annotated tweets for classifying them into positive, negative or neutral.  

Many researchers participated in this like Prasad et al. [18] who classified using decision tree algorithm and obtained an 

accuracy of 40.47%. 

Kumar et al. [20] also participated in SAIL Shared Task 2015 by performing regularized least square based sentiment 

analysis. They obtained an accuracy of 47.96%. 

Ayush Kumar et al. [21] also participated in SAIL Shared Task 2015, they used existing Indian sentiment lexicon along 

with distributed thesaurus and sentence level co-occurrences. They obtained an accuracy of 49.68%. 

Vandana Jha et al. in 2015 [19] created Hindi Opinion Mining System (HOMS) for movie review using machine learning 

algorithm and POS tagging. They obtained an accuracy of 80%. 

Deepali Mishra et al. [22] in 2016 built a polarity lexicon algorithm that was domain specific and context sensitive. They 

obtained an accuracy of 77% for movie domain and 88% for hotel domain. 

Pontiki et al. proposed 4 sub-tasks for Aspect based sentiment analysis –SemEval 2014 Task 4 [11]. Akhtar et al. in 2016 

set up a benchmark for Hindi sentiment analysis [9-10] based on the 4 sub-tasks proposed in SemEval 2014[11]. They 

created Hindi review dataset for 12 domains, identified aspect terms and sentiment around them; finally identify the 

category these aspect terms belong to and sentiment around each category. They obtained an F-measure of 41.07% for 

aspect term identification, 54.05% accuracy for aspect term sentiment. 

Akhtar et al. in 2016 proposed a hybrid deep learning architecture [23] for Hindi sentiment analysis. Where data is passed 

through a framework based on Genetic Algorithm is used along with CNN, it is then fed to a non-linear SVM classifier to 

obtain the results. This method resulted in an accuracy of 65.96%. 

Komal Garg and Preetpal Kaur Buttar also worked on aspect based sentiment analysis in 2017 [24]. They proposed an 

algorithm that could extract aspect terms and their sentiments using SentiWordNet database. They also handled negation 

and conjunctions in the sentences which gave an accuracy of 83.3%. 

Most recent work in this area was by Akhtar et al. in 2018 where they created an efficient word embedding for Hindi 

language [12]. This word embedding was trained on a parallel corpus of English and Hindi sentences. To evaluate the 

system, multilingual and cross-lingual set ups were made and aspect level sentiment classification was performed. This 

work recorded highest accuracy of 76.29% 
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IV. NEURAL NETWORK ARCHITECTURE FOR ABSA 

 

To identify the aspect terms and the sentiment around them, we train a set of neural networks. In this section we describe 

the architecture of the neural network involved in this. 

 

4.1.  Aspect term identification: 

A neural network for sequence labeling task was created [25], first a convolutional neural networks (CNNs) to encode 

character-level information of a word into its character-level representation is created. Then character- and word-level 

representations are combined and feed into bi-directional LSTM (BLSTM) to model context information of each word. 

On top of BLSTM, a sequential CRF is used to jointly decode labels for the whole sentence. 

A model is constructed using Convolutional Neural Network, Bi-directional Long Short Term Memory and Conditional 

Random Fields. Each of these layers performs the following task: Convolutional Neural Network (CNN) – Each word is 

fed to this layer that computes its character level representation using character embedding. Bi-directional Long Short 

Term Memory (BiLSTM) – The character level vector from the CNN layer is concatenated with the word embedding 

vector and fed to BiLSTM which calculates the relationship among the words in the sentence depending on the past and 

future information of the sentence. Conditional Random Fields (CRF) – Output vectors from BLSTM is fed to this layer 

to jointly decode the best label sequence for the input sentence. 

 

4.1.1.  Obtaining Character level representation using CNN: 

CNN effectively extracts morphological information (like the prefix or suffix of a word) from characters of words and 

encode it into neural representations. First a dropout layer is applied before character embedding is input to CNN. CNN 

is then used to extract character-level representation of a given word.  

 

4.1.2.  Obtaining relationship among words using BLSTM: 

RNNs are capable to capturing long-distance dependencies, in practice; but they fail due to the gradient 

vanishing/exploding problems. To handle these gradient vanishing problems, LSTMs were designed. An LSTM unit 

consists of three multiplicative gates that control the proportions of information to forget and to pass on to the next time 

step. But LSTM‟s hidden state takes information only from past, knowing nothing about the future. An elegant solution 

whose effectiveness has been proven by previous work is bi-directional LSTM (BLSTM). In a BLSTM, past and future 

information is captured by two separate sets of hidden states, one for forward state and other backward. The final output 

is obtained by concatenating outputs of these two hidden states. 

 

4.1.3.  Decoding best label sequence using CRF: 

Conditional Rando Fields (CRF) is used for structured prediction tasks. Correlations between labels in neighborhoods in 

input sentence are considered which are then decoded to assign best chain of labels. Here a label sequence is modeled 

jointly using a conditional random field (CRF), instead of decoding each label independently. 

 

4.2.  Aspect Term Sentiment Analysis: 

 To identify the sentiment around an aspect term, deep memory network is used. Weston et al. in 2014 introduces 

a machine learning framework called Memory network. Its central idea is inference with a long-term memory 

component, which could be read, written to, and jointly learned with the goal of using it for prediction. A memory 

network is made up of a memory m –an array of objects like vectors; and four components I –converts input to internal 

features, G –updates old memories with new input, O –combines new input and current memory state to generate output 

representation; and finally R –generates a response based on output representation.  

The task here is to find the sentiment around the given aspect word in the given sentence. This is done by mapping each 

word into its embedding vector; these words are separated into two parts –aspect vector and context vector. Context word 

vectors are then stacked and regarded as the external memory. There are multiple computational layers (hops), each of 

which contains an attention layer and a linear layer. In the first computational layer (hop 1), aspect vector are treated as 

the input to adaptively select important evidences from memory through attention layer. The output of attention layer and 

the linear transformation of aspect vector are summed and the result is considered as the input of next layer (hop 2). In a 

similar way, multiple hops are stacked together and run multiple times, so that more abstractive evidences could be 

selected from the external memory. The output vector in last hop is considered as the representation of sentence with 

regard to the aspect, and is further used as the feature for aspect level sentiment classification.  

The output vector from the last hop is fed to a softmax layer for aspect level sentiment classification. The model is 

trained in a supervised manner by minimizing the cross entropy error of sentiment classification. 

 

V. PROPOSED SYSTEM FOR ABSA IN HINDI LANGUAGE 

 

We are using the data created in [10]. The data was crawled from various online Hindi sources like newspapers, blogs, e-

commerce websites etc.to obtain review sentences covering 12 domains.  

The 12 domains covered are: 
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The data has to pass through various stages to perform aspect based sentiment analysis. Following subsections explain 

those stages. 

 

5.1. Pre-processing Stage 

Crawled, raw data (Fig1) was pre-processed to convert it to the desired format through steps given below. The annotated 

data is in XML format as shown in Fig2. 

Steps taken to pre-process the crawled data are: 

 Removing irrelevant reviews from the raw data. These may be reviews that were not part of the 12 domains 

that were considered or contained some junk information. 

 All kind of emoticons were dropped like smiles, thumbs-up, etc. 

 Spelling mistakes were taken care of as well at this stage.  

 Missing end of sentence mark (|) was added as well. 

 

 
 

 

 

 
 

 

 

 

5.2. Aspect Term Extraction Stage 

This is a sequence labeling problem, where for given sequence of tokens, one has to mark the boundary of an aspect term 

properly. We require all the aspect terms to be identified, including aspect terms for which no sentiment is expressed 

(neutral polarity). To extract aspect terms, the data needs to be in BIO format. The training data was converted into BIO 

format which was then tagged using BIOES tagging scheme. 

Hindi word embedding provided by fastText group has been used here. These word vectors are trained on Wikipedia 

using fastText. These are 300 dimensional vectors that were obtained as defined by Bojanowski et al. in 2016 using the 

skip-gram model. 

The main architecture of the neural network is as shown in fig 3. First a CNN is used to compute the character 

representation for each word. This is then concatenated with the word embedding and fed to the BLSTM network. Once 

the relationship among the terms is learnt through BLST, this information is fed to Conditional Random Fields (CRF) 

layer that label the aspect terms. 

 Laptops, 

 Mobiles, 

 Tablets, 

 Cameras 

 Home appliances, 

 Mobile apps, 

 Smart watches, 

 Headphones 

 Speakers, 

 Television, 

 Travel and 

 Movies 

Fig 1. Raw Data Sample 

Fig 2. Annotated Data Sample 
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5.3. Aspect Term Sentiment Analysis 

The task here is to find the sentiment around the given aspect word in the given sentence. This is done by mapping each 

word into its embedding vector; these words are separated into two parts –aspect vector and context vector. Context word 

vectors are then stacked and regarded as the external memory. There are multiple computational layers (hops), each of 

which contains an attention layer and a linear layer. In the first computational layer (hop 1), aspect vector are treated as 

the input to adaptively select important evidences from memory through attention layer. The output of attention layer and 

the linear transformation of aspect vector are summed and the result is considered as the input of next layer (hop 2). In a 

similar way, multiple hops are stacked together and run multiple times, so that more abstractive evidences could be 

selected from the external memory. The output vector in last hop is considered as the representation of sentence with 

regard to the aspect, and is further used as the feature for aspect level sentiment classification.  

The output vector from the last hop is fed to a softmax layer for aspect level sentiment classification. The model is 

trained in a supervised manner by minimizing the cross entropy error of sentiment classification. 

 

Fig 3.  Block Diagram  

Neural Network Design for Aspect Term Extraction 
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5.4. Mathematical Model 

Consider the review text  

VT = {v1, v2, …, vt} 

After pre-processing  

V = {v1, v2, …, vn} 

Aspect term: 

Av = {a1, a2, …, am} 

Where Av⊂V 

Aspect term Sentiment: 

Sv = {sva1, sva2, …, svam} 

Where svai is sentiment towards aspect ai in the review text and svai⊂S 

And S = {„pos‟, „neg‟, „neu‟, „con‟} 

 

5.5. Algorithm 

For a given review text following steps was defined to extract aspect terms and the sentiment around it. 

 Given review text VT = {v1, v2, …, vt} defined as a vector of t terms. 

 Preprocessing  

 Tokenization 

 Chunking 

Fig 4. Block Diagram  

Neural Network Design for Sentiment Classification 
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 Pos tagging 

We get V = {v1, v2, …, vn}, a vector of n terms. 

 Aspect identification 

Av = {a1, a2, …, am} 

With m aspect terms  

Where Av⊂V  

 Sentiment classification 

Sv = {sva1, sva2, …, svam} 

Where svai is sentiment towards aspect ai in the review text and svai⊂S 

And S = {„pos‟, „neg‟, „neu‟, „con‟} 

 

VI. EVALUATION & RESULTS 

6.1.  Aspect Term Extraction: 

Proposed system was compared with existing system by Akhtar et al. [10]. The existing system used only Conditional 

Random Field (CRF) –CRF++ package to identify aspect terms, whereas in our proposed system we used CNN and 

BLSTM along with CRF.  

 

6.1.1.  Existing system: 

Existing system by Akhtar et al.[10] was developed using Conditional Random Fields (CRF++) for aspect term 

identification. The classifier is trained with the features: 

 Word & local context 

 Part-of-Speech (PoS) 

 Chunk information 

 Prefixes and suffixes 

The existing system used Conditional Random Field (CRF) –CRF++ package for the aspect term extraction.  

To evaluate the performance of the system, researcher used the evaluation scripts made available by the SemEval 2014 

shared task organizers. The 3-fold cross-validation of the final evaluation results were as shown in Table 1. Confusion 

matrices for aspect extraction and sentiment analysis are given in Table 2 & 3 respectively.  

 

Aspect 

Term 

Extraction 

F-

Measure 
41.07% 

Aspect 

Term 

Sentiment 

Accuracy 54.05% 

   

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.1.2.  Proposed System: 

Given dataset was first divided into three sets –training, dev and test sets. Training set was used to train the model created 

by our system. The trained model was then validated against dev set and finally was tested using the test set. This system 

was executed twice, results of which are as shown in Table III. As system is designed on deep neural network, it needs 

more than one epoch to get optimum results. During the first run 15 epochs were executed and for the second run, it was 

increased to 50 epochs. But after a few epochs, the system started to over fit the data resulting in drop in accuracy. 

Snapshot of the output is shown in Fig6 and the results of best epoch are shown in Table4 and graphical representation of 

the output in Fig5.  

 

 B I O 

B 1210 128 2477 

I 142 754 2105 

O 1065 887 91511 

 
positiv

e 
negative neutral conflict 

positive 1416 30 540 0 

negative 376 51 142 0 

neutral 917 27 970 0 

conflict 30 4 6 0 

Table1. Evaluation results of the 

existing system 
Table2. Confusion matrix of Existing 

System’s Results - Aspect Term Extraction  

 

Table3. Confusion matrix of Existing System’s 

Results - Sentiment Classification 
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6.2. Aspect Term Sentiment Analysis: 

Existing system by Shad Akhtar used SVM for sentiment classification whereas our proposed system input data is passed 

through multiple computational layers and the output of the final layer is fed to softmax to extract the sentiment. 

 

6.2.1. Existing sytem: 

 

Support Vector Method (SVM) for sentiment classification. The classifier is trained with the following features: 

 Target aspect term and local context 

 Word Bigrams 

 Semantic Orientation 

The existing system used Conditional Random Field (CRF) –CRF++ package and Support Vector Machine (SVM) –

TinySVM package for the aspect term extraction and sentiment classification tasks respectively. Results of the existing 

system are shown in Table1-3 above. 

 

6.2.2.  Proposed system: 

The task here is to find the sentiment around the given aspect word in the given sentence. This is done by mapping each 

word into its embedding vector; these words are separated into two parts –aspect vector and context vector. Context word 

vectors are then stacked and regarded as the external memory. There are multiple computational layers (hops), each of 

 Precision  Recall F-score 

Train 0.77 0.7 0.73 

Dev 0.59 0.49 0.54 

Test 0.58 0.52 0.55 

Table4. Final result –Aspect Term 

Identification 
Fig 5: Graphical representation of the 

Output –Aspect Term Identification 

Fig 6: Sample Output – Aspect Term 

Identification 
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which contains an attention layer and a linear layer. In the first computational layer (hop 1), aspect vector are treated as 

the input to adaptively select important evidences from memory through attention layer. The output of attention layer and 

the linear transformation of aspect vector are summed and the result is considered as the input of next layer (hop 2). In a 

similar way, multiple hops are stacked together and run multiple times, so that more abstractive evidences could be 

selected from the external memory. The output vector in last hop is considered as the representation of sentence with 

regard to the aspect, and is further used as the feature for aspect level sentiment classification. The output vector from the 

last hop is fed to a softmax layer for aspect level sentiment classification. The model is trained in a supervised manner by 

minimizing the cross entropy error of sentiment classification.  

Output of a 7hop, 4 epoch run is shown in Table5 and sample output is as shown in Fig7. 

 

       
 

 

 

 

 

VII. CONCLUSION 

 

In this paper we have proposed a system for Aspect Based Sentiment Analysis for Hindi language using latest neural 

network techniques. Our system consists of 2 stages, first aspect term extraction stage, where our model was trained by 

passing the data through CNN to obtain character level representation; this along with word embedding was given to 

BLSTM layer that understood the relationship among the terms, this information when fed to a CRF extracted the aspect 

terms in the sentence. During second stage, aspect term sentiment analysis was performed by passing the input data 

through multiple computational layers and the output of the final layer is fed to softmax to extract the sentiment. We 

obtained an F-score of 0.55 or 55% for Aspect term extraction against 41.07% achieved by existing system and an 

accuracy of 0.74 or 74% as compared to 54.05% of the existing system.  
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