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ABSTRACT: Millions of people use social media to share information during disasters and mass emergencies. 

Information available on social media, particularly in the early hours of an event when few other sources are available, 

can be extremely valuable for emergency responders and decision makers, helping them gain situational awareness and 

plan relief efforts. Processing social media content to obtain such information involves solving multiple challenges, 

including parsing brief and informal messages, handling information overload, and prioritizing different types of 

information. These challenges can be mapped to information processing operations such as filtering, classifying, 

ranking, aggregating, extracting, and summarizing. This work highlights these challenges and presents state of the art 

computational techniques to deal with social media messages, focusing on their application to crisis scenarios. 
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1 INTRODUCTION 

 

Sudden-onset emergencies such as natural or human-induced disasters bring uncertainties and an increasing need for 

time-critical information for formal response organizations, affected communities and other concerned populations [13]. 

In particular, immediately after sudden-onset events, when information is most needed, information may be scarce. The 

growing adaption of Information and Communication Technologies (ICT) and social networking platforms such as 

Twitter and Facebook has created numerous opportunities to disseminate and consume time-critical information in the 

form of images, videos and textual messages during natural disasters and emergencies.Social media postings are useful 

for a number of crisis response and management tasks such as: gaining insights into the situation 

as it unfolds, identifying urgent needs of the affected communities, and assessing the severity of damage [8]. Hence, 

many formal disaster response or emergency management organizations are interested in finding ways to quickly and 

easily locate and organize the information that is most useful to them .However, the time-critical analysis of high-

velocity, high-volume social media streams involves solving multiple challenges, including real-time parsing of brief and 

informal messages, handling information overload, determining information credibility, and prioritizing useful 

information. These challenges can be mapped to classical information processing tasks such as filtering, classifying, 

extracting, aggregating, ranking, visualizing, and summarizing information. 

For example, automatic classification techniques help reduce information overload by filtering out irrelevant messages, 

and summarization techniques help gain situational awareness by extracting important summaries from the relevant 

messages. In addition to the textual content of social media, multimedia content (images and videos) can be valuable for 

disaster response and management [36]. For instance, images posted can be used to evaluate the severity of damage to 

critical infrastructure such as buildings, bridges, and roads . Furthermore, in areas without Internet access, satellites and 

Unmanned Aerial Vehicles( (UAV) can collect imagery data to increase situational awareness. However, in contrast to 

the main advances in text processing (e.g.,natural language processing) techniques, less has been done for multimedia 

content processing. This paper summarizes an extended survey covering state of the art methods for processing social 

media to support various disaster response and management operations. We further include new research questions and 

challenges for social media information processing in crisis response. 

 

2 INFORMATION NEEDS, DATA CHARACTERISTICS, AND ACQUISITION 

 

2.1 Information needs 

The information needs of formal emergency response organizations varies with their roles and duties, as well as with 

characteristics of their specific context and its evolution over time [15, 16]. For instance, humanitarian and governmental 

emergency management organizations seek high-level information about a disaster, such as the scale of the event, the 

number of people living in the affected areas, and the overall economic impact. In contrast, organizations such as local 

police forces and firefighters benefit from information concerning individual emergency cases, such as urgent medical 

emergency reports, and the location of severely injured or trapped people. Roughly, these two types can be characterized 

as seeking to understand “the big picture” versus finding “actionable insights.” 

 

2.2 Data characteristics and acquisition 

The factors that can trigger an increase in social media communications can be endogenous or exogenous. The former 

includes spontaneous popularity increases of an information “meme” due to information cascades or contagion. The latter 

includes large-scale events such as disasters, emergencies, and mass convergence events. Data quality, in terms of 
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readability, grammar, and sentence structure, vary significantly across social media platforms. For instance, messages in 

Twitter are often brief, informal, unstructured, and contain grammar and spelling mistakes. Preprocessing this data is an 

essential step before it can be used for any computation. For automatic data collection, most large social media platforms 

provide Application Programming Interfaces (APIs). Generally, these APIs can be categorized into two types: search 

APIs and streaming APIs. Search APIs provide access to archived messages up to a certain limit. Streaming APIs allow 

subscribers to continuously consume data from a real-time data feed (again data limits maybe imposed). Different data 

collection strategies can be used to collect data, depending on the information need expressiveness allowed on these 

APIs. For example, a geographical rectangle (or bounding box) can be defined to acquire geo-tagged messages, a boolean 

query composed of keywords can be defined to acquire messages matching such query, or a specific set of users can be 

specified to collect everything those users post. 

 

2.3 Event detection 

Social media data processing systems often start with the automatic detection of an event. Crisis situations can be 

expected (i.e., predicted or forewarned) or unexpected. Expected crises include extreme weather events such as storms 

and tornadoes, where information is usually broadcast publicly before the event happens. Unexpected events include 

earthquakes and technological disasters such as industrial accidents, which can be anticipated only to a very coarse 

degree. The Topic Detection and Tracking (TDT) research community has developed techniques based on data from 

news media and other sources [3] including story segmentation, topic detection, new event detection [5,], link detection, 

and topic tracking [11 ]. A popular approach to detect new events in a data stream is to look for sudden increases in the 

frequency (“bursts”) of sets of keywords. However, this approach has some shortcomings. For instance, many popular 

hashtags (such as #followfriday) do not represent real-world events. Other approaches include using wavelet-based 

clustering of frequency signals, topic clustering with meta-data analysis, and domain-specific approaches using 

predetermined rules [12]. 

 

2.4 Retrospective versus live data processing 

Once an event is detected, its continuous tracking to obtain realtime insights is important for crisis responders. To be 

effective during emergencies, the data should be processed in real-time, and not retrospectively. Live data analysis 

(online processing) is usually performed over a current stream of data relevant for an event, often provided in real-time or 

with a short delay. The trade-off between retrospective and real-time data analysis is a matter of accuracy versus latency. 

However, in time-critical situations, the urgency with which the output of an analysis is required remains high, thus 

online algorithms using stream processing architectures can play a vital role [19]. 

 

3 CLASSIFICATION, CLUSTERING, AND SUMMARIZATION 

 

Social media communications during disasters are now so abundant that it is necessary to sift through hundreds of 

thousands, even millions of data points to find useful information. In recent years, several text and multimedia processing 

methods have been developed to efficiently process this overwhelming amount of information. 

 

3.1 Information classification 

A key task is to separate relevant and useful information from irrelevant and/or noisy content. One well-known approach 

to this task is supervised classification, which requires labelled examples (usually thousands of them). The selection of 

the set of categories to be used is mainly driven by two main factors: the data that is present in social media during crises 

and the information needs of users [17]. A classification task broadly includes different typologies of messages by 

information provided (e.g., affected or injured people, infrastructure damage, urgent needs of affected population) [19], 

or by information source (e.g., eyewitness accounts, official government sources, TV, radio) [35], or by information 

credibility factors  (e.g., fake news, rumors, disinformation, misinformation) [9], or by temporal aspects (e.g., using 

different temporal phases of an event including pre, during, and post) [11], by geographical locations  (e.g.,based on 

particular geographical area or places near to the disaster zone), or by factual, subjective, or emotional content. 

 

3.2 Information clustering 

Clustering, which is an unsupervised machine-learning technique, covers a family of methods that seek to identify and 

explain important hidden patterns in unlabeled data. To process social media data during crises, clustering can help 

gather semantically similar messages that need to be processed/examined by humans, for instance by displaying multiple 

equivalent messages as a single item instead of multiple ones [6]. Clustering approaches can be used to find anomalies in 

crisis data streams and to discover humanannotation errors to improve the quality of supervised classification process 

[17, 20]. 

 

3.3 Information summarization 

Categorizing messages reduces the amount of information that has to be processed by humans, but the remaining set of 

messages, even in single categories, can still be overwhelming for crisis responders.Information summarization 

techniques generate text-based summaries of an event as it unfolds. Text summarization systems are usually designed to 

surface core topics discussed in a set of relevant documents by locating key sentences. Other systems can produce a 
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summary by abstracting or generating new sentences [4].In the context of disaster data summarization, temporal 

information summarization or update summarization methods can infer the importance of different sentences using 

disaster-specific features, including geo-location and language models representing the way in which people write in 

social media about a disaster [24]. Text summarization systems can generate evolving summaries of a disaster over time 

[23]. Other approaches adapt a two-step approachin which first critical sub-events are identified and then summarized. 

 

3.4 Information veracity 

While social media can be a valuable resource for crisis response efforts, one of the barriers that hinders its use as a 

resource is the lack of trust on its contents [14]. Determining information credibility is difficult, especially during an 

ongoing emergency situation, as it involves dealing with misinformation (unintentional), disinformation (intentional), 

and rumors (unverifiable). Automatic techniques have been proposed to determine information credibility on social 

media, most such methods are based on superficial characteristics of the messages and of the history of the users who 

post them [9]. 

 

3.5 Semantic enrichment 

Semantic enrichment can be used to add layers of semantics (e.g.,meta-data) to information so that algorithms can 

understand and interpret its meaning. Named entity recognition is a well-known semantic enrichment technique useful to 

identify named entities (person, places, and organization) from a give piece of information (e.g., a tweet). The identified 

named entities can then be linked toconcepts (in many cases real-world concepts). After named-entity linking, messages 

that have been semantically enriched can be used to provide faceted search, a popular approach to interactively search 

through complex information spaces. Such semantic techniques have been used in social media processing systems e.g., 

Automatic processing systems interact with each other for a variety of reasons, allowing users to engage in information 

“triangulation.” However, allowing systems to communicate information in a unified way is a challenging endeavour. An 

effective way to enable such heterogeneous communications is through machine understandable ontologies. In crisis 

informatics domain ontologies such as HXL 1, MOAC 2 define and categorize different concepts to facilitate a common 

understanding. 

 

3.6 Multimedia processing 

Despite the wealth of research studies on the processing of social media textual content, comparatively less has been 

done on multimedia (images and videos) content. Images shared on social media can significantly help in various disaster 

response tasks. Additionally, messages containing images/photos have been found to be more helpful for other tasks such 

as estimating the epicenter of an earthquake [25]. Other approaches combine features from textual and imagery content 

to, for example, classify visually relevant and irrelevant tweets [10] or to generate event timelines using image-text 

summarization. Visual summaries of trending topics can be generated using a multimodal-LDA (MMLDA) method [7], 

and image classification can be used to support a number of crisis response tasks [2] such as critical infrastructure 

damage assessment  and irrelevant image filtering. Satellite imagery and aerial imagery captured via unmanned aerial 

vehicles (UAVs) is increasingly considered important and useful for disaster response. Aerial imagery can be captured 

and processed faster and at a lower cost, in comparison to satellite imagery data, and can potentially help gain situational 

awareness during the early hours of a disaster event. Hybrid systems combining human computation and machine 

learning techniques have been proposed for UAV imagery processing. 

 

4 SYSTEMS FOR SOCIAL MEDIA MONITORING AND PROCESSING 

 

Many systems for processing social media during disasters have been developed at various levels of maturity, ranging 

from proof of concept to production-level systems. Emergency Situation Awareness (ESA) [37] performs event 

detection, text classification, online clustring, and geotagging. Sense Place2 filters and extracts geographical, temporal, 

and thematic information from tweets. Artificial Intelligence for Disaster Response (AIDR) [19] uses supervised machine 

learning techniques to categories tweets into humanitarian categories in real-time. Common elements in these systems 

include lists and timelines to show recent important messages and groups containing semantically similar messages, 

maps for geotagged messages, graphs and charts to show visual summaries (e.g., proportion of messages), and time series 

graphs to represent volume of words, topics, or concepts over time. 

 

5 CURRENT RESEARCH CHALLENGES AND FUTURE DIRECTIONS 

 

In this section, we suggest some research directions based on the survey. 

 

5.1 Domain adaptation and transfer learning 

Obtaining human-labeled data to train automatic classifiers takes time; using data from past disasters may yield good 

results, but using data from the current disaster usually yields better results. Collecting recent training data rapidly is a 

challenge, and failing to do so may introduce unwanted inaccuracies or delays in the processing of important 

information. While some recent studies have demonstrated the utility of labeled data collected from past (potentially 

similar) disasters [22], robust machine learning techniques tested in different types of disasters (floods, earthquakes, 
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hurricanes etc.) have yet to be developed. Methods such as domain adaptation and transfer learning can be employed to 

utilize data from past events, possibly in combination with unlabeled from the new event. 

 

5.2 Online and active learning 

In contrast to the batch learning approach in which machine learning models are trained using a batch of training 

examples, an online learning technique updates models upon receiving each new training instance (e.g., by receiving new 

labeled data from digital volunteers that are active immediately following a disaster ]). Online learning helps models 

dynamically adapt to new changes and patterns in the data. However, two core issues in online learning techniques that 

use crowd sourcing are (i) which tasks (e.g., tweets) to select for crowdsourcing? and (ii) when is the suitable time to 

create each crowdsourcing tasks? Due to the abundance of duplicate messages, particularly on Twitter, asking for labels 

for messages that closely resemble each others can potentially waste crowdsourcing work. Moreover, presence of 

duplicate messages in the training and testing sets may lead to misleading measurements of accuracy. Possible solutions 

include, for example, having an aggressive de-duplication strategy and employing an active learning technique to help 

select messages that are most likely to increase a system’s accuracy. Additionally, techniques to uncover new concepts 

and to track concept evolution in the data stream can detect underlying data changes and trigger model re-training 

processes. 

 

5.3 Information credibility 

Rumour detection, dealing with misinformation and disinformation cases, and determining information credibility can 

address a core question of many humanitarian organizations: how much should they trust information found on social 

media. Despite several recent attempts, information credibility issues remain largely unresolved. Determining the 

credibility of information on social media is a challenging task. Techniques that try to tackle this issue should consider 

different factors such as what is the evidence? (e.g., search for more eyewitnesses), is there any bias associated with the 

provided information?, and consider a variety of different sources. 

 

5.4 Applications of deep learning 

Traditional text classification techniques rely on manually engineered features like cue words and TF-IDF vectors, and 

do not perform well when data features change due to high variability in social media data. Deep Neural Networks 

(DNNs) use distributed condensed representation of words and learns higher level abstract features automatically. 

Contrary to sparse discrete representations, distributed representations generalize well and thus can play an important 

role learning high variability in crisis data. Convolutional Neural Network (CNN) are useful for the classification of 

tweets into binary (information vs. not-information) and multi-class (affected individuals, infrastructure damage, 

donations) categories 

 

 A proposed variation of CNN with multilayer perceptron (MLP-CNN) has also shown to perform well in multi-class 

classification [29]. Although deep neural network techniques are promising for social media data classification, they 

require large amounts of training data. Recent attempts to make crisis-related labelled data available are hopeful [21, 35], 

but much more remains to be done.  

 

5.5 From situational awareness to actionable insights 

Gaining situational awareness is a core task of many humanitarian organizations to gain insights from the disaster area. 

However, in some cases it is actionable knowledge in the form of pieces of information that are sought. These may 

include implicit and explicit requests related to emergency needs that should be fulfilled or serviced as soon as possible. 

Despite extensive research that mainly focuses on understanding and extracting updates contributing situational 

awareness from social media platforms, limited work has been done that focuses on understanding how actionable each 

piece of information is in a given context and for a given user.Computational techniques that can automatically identify 

actionable messages from a live data stream during emergency events, and that are able to assess their urgency and 

categorize them to match different information needs of humanitarian organizations, are essential for crisis responders to 

launch rapid relief efforts. 

 

5.6 Humanitarian crises and health 

Natural disasters, long-term wars, and conflicts create severe health issues to the people who live under these 

circumstances. According to the World Health Organization (WHO), over 130 million people around the world are 

suffering with critical health issues due to humanitarian crises. Although this work does not extensively discuss the role 

of social media and computational methods to deal with humanitarian health issues, there exist several studies examining 

social media uses and the advantages of different computational techniques in this space. Al-garadi et al. presents a 

detailed survey on the use of social media to track pandemics that covers a number of machine learning techniques to 

process social media data. In a recent work, Twitter data has been used during different epidemics to find information 

that is potentially useful for various health organizations. 
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6 CONCLUSIONS AND TRENDS 

 

Social media platforms add new functionalities and new users every day; at the same time, some communications are 

moving to platforms that are oriented to one-on-one conversations or small groups instead of broadcasting. Cameras to 

capture 360-degree and Virtual Reality (VR) video, as well as UAVs with cameras, are becoming more affordable and 

easy to use, expanding the user base that produces these contents. In the light of these trends, we could envision that 

different types of information and more complex forms of information will emerge, creating new challenges. We expect 

active research and new developments in this space using machine intelligence, human intelligence, or a combination of 

both. 
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