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ABSTRACT: Single image super-resolution, which is used to restore high-resolution image from a single low-

resolution image, is a difficult challenging problem in computer field. In recent times, dominant deep learning 

algorithms have been applied to Single image super resolution and have shown an highly efficient performance. In this 

paper, we surveyed deep learning-based super resolution method known as a super resolution convolutional neural 

network (SRCNN) that takes the low-resolution image as the input and outputs the high-resolution one.  SRCNN has a 

non-complex structure yet provides high quality and fast speed. We get quick results for practical online usage. Hence, 

survey is carried out on different networks like Generative Adversarial Networks (GAN) and Convolutional Neural 

Network comparison between quality and speed. 

 

Keywords: Image Super Resolution, SRCNN (Super Resolution Convolution neural network), SRGAN(Super Resolution 

Generative Adversarial Network ) 

I  INTRODUCTION 

Nowadays, deep learning is exiting and interesting branch of machine learning. Deep learning is the most useful, 

supervised, time and cost saving resourceful machine learning approach[1]. It is an unlimited non - restricted learning 

approach. It is used in many areas like business, science and technology and government which has features like Object 

tracking, stock market analysis, biological image detection, recognition facial expression, hand writing recognition, 

computer vision, in depth adaptive testing and much more[3]. The rest of the paper is arranged as follows. In Section II 

we present overview of image super resolution., In Section III we present relevant pre-processing techniques of single 

image super resolution., we surveyed the methods like SRCNN (Super Resolution Convolutional Neural Network) and 

SRGAN (Super Resolution Generative Adversarial Network) for various Single Image Super Resolution tasks. In Section 

VI we have shown dataset details and results. We conclude this survey paper in Section VII. 

II OVERVIEW OF IMAGE SUPER RESOLUTION 

Super resolution is a class of method that increase the resolution within an image. Super resolution is a technique to 

restore high resolution images from one or more low resolution images. Super resolution of image is classified into two 

categories: one is single image super resolution and another one is multiple image super resolution[2].   

 

Fig.1: Resolution of same image[5] 

Compared with multi image super resolution, single image super resolution is widely accepted because of its high 

efficiency. Single image super resolution is a traditional problem in computer vision[4]. Single image super resolution is 

used for recovering a high resolution image from single low resolution image. In this survey, we attempt to give an 

overall review of recent Deep Learning based single image super resolution algorithms. We mainly focus on efficient 

neural network architectures designed for single image super resolution[5]. 
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III REVIEW OF PRE-PROCESSING TECHNIQUES 

In the low resolution image there are some irrelevant noise, so we have to improve the quality of the low resolution 

images by pre-processing methods. Bicubic interpolation is one of them[6]. Bicubic interpolation is also a convolutional 

operation, so it can be formulated as a convolutional layer. However, the output size of this layer is larger than the input 

size, so there is a fractional stride[1]. 

 

Fig.2: PSNR of different model for check quality of image [1] 

IV SUPER RESOLUTION CONVOLUTIONAL NEURAL NETWORK (SRCNN) 

The Convolution neural network has a long history. While going in depth study and research CNNs has shown exclusive 

popularity due to its success in image classification[7]. We can also see application to other computer vision fields, such 

as facial recognition, object/moving things detection[9]. CNN is widely used because it is design with simplicity and 

provide more speed for real time practically online usage. The block diagram of super resolution based on CNN is shown 

in Fig 2. 

 

Fig.3: Convolutional neural network for Super Resolution [9] 
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We first pre-process the image to the mandatory (required) size using bicubic interpolation[8]. Bicubic interpolation is 

the only pre-processing technique that is perform in the SRCNN model. Overall the contributions of SRCNN are mostly 

in three steps: 

(1)Patch extraction and representation:  This process extracts patches from low resolution image and characterize 

each patch as a high dimensional vector. These vectors consists a set of feature maps where the numbers equals to the 

dimensionality of the vectors[10]. 

(2) Non-linear mapping: This process nonlinearly maps each high-dimensional vector onto a different high-dimensional 

vector. Each mapped vector is abstractly the representation of a high-resolution patch. These vectors involve another set 

of feature maps[11].  

3) Reconstruction: This operation aggregate the above high-resolution patch-wise representations to produce the final 

high-resolution image. This image is predictable to be similar to the ground truth X[1]. 

 

fig:4 Given a low-resolution image X, the first convolutional layer of the SRCNN extract a set of feature maps. The 

second layer maps these feature maps nonlinearly to high-resolution patch representations. The last layer combines the 

predictions within a spatial neighbourhood to produce the final high-resolution image F(X)[12],[1]. 

V  SUPER RESOLUTION GENERATIVE ADVERSARIAL NETWORK (SRGAN) 

For this first we have to understand what are GANs(Generative Adversarial Networks) 

GANs: GANs having algorithmic architecture that uses two neural networks. They are class of AI algorithms mostly 

used in unsupervised machine learning[13],[15],[16]. They are used mostly in image generation, video generation and 

voice generation[14]. Let's understand how GAN works: One neural network, called the generator, generates new data 

instances, while the other, the discriminator, evaluates them for authenticity; i.e. the discriminator decide whether each 

instance of data that it reviews belongs to the actual training dataset or not. , the generator is creating new, synthetic 

images that it passes to the discriminator[17]. It does so in the hopes that they, too, will be deem authentic, even though 

they are fake. The goal of the generator is to generate passable hand-written digits: to lie without being caught. The goal 

of the discriminator is to identify images coming from the generator as fake. 

 
Fig 5: Basic architecture of GAN[5] 
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SRGAN : We have seen various methods for Single image super resolution. Those methods are fast and accurate as well. 

But still there is one problem which is not solved[18]. That is, how can we recover finer texture details from low resolution 

image so that image is not distorted. Recent work has largely focused on minimizing the mean squared reconstruction 

error[19]. The results have high peak signal-to-noise ratios(PSNR) means we have good image quality results, but they are 

often lacking high-frequency details and are perceptually unsatisfying as they are not able to match the fidelity expected in 

high resolution images[20]. Previous methods are trying to see similarity in pixel space which led to perceptually 

unsatisfying results or they produce blurry images[21]. So we need a stable model which can capture the perceptual 

differences between the model’s output and the ground truth image. 

 

 
Fig 6:SRGAN Architecture[7] 

 

VI DATA SET DETAIL AND RESULT 

Chih-Yuan Yang, Chao Ma1, and Ming-Hsuan Yang use two image sets as the HR ground truth data for evaluation. The 

first set contains 200 images from the Berkeley segmentation dataset [22], which is widely used for SISR evaluations 

[1,23]. All images are of 321×481 pixels covering diverse contents acquired in a professional photographic style. The 

second set contains 29 undistorted high-quality images from the LIVE1 dataset [25], which is widely used for image 

quality assessment [24]. The resolution of these images ranges from 480×720 to 512×768 pixels.  

Chao Dong, Chen Change Loy and Kaiming He use the Set5 [2] as the validation set. They observe a similar trend even 

if we use the larger Set14 set [3]. 

Tero Karras, Timo Aila and Samuli Laine used to create the high-quality version of the CELEBA dataset, consisting of 

30000 images in 1024 × 1024 resolution[4]. As a starting point, They took the collection of in-the-wild images included 

as a part of the original CELEBA dataset. These images are extremely varied in terms of resolution and visual quality, 

ranging all the way from 43×55 to 6732×8984. 

Here, Results of bicubic and SRGAN compare with High Resolution image[5]. 
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VII CONCLUSION 

In this paper, survey on various techniques for single image super resolution is done. Different techniques are used by 

various researchers to get high resolution image from single low resolution image. This paper talks about overview of 

how to convert single low resolution image into high resolution image.. According to this review we find some methods 

like SRCNN and SRGAN for getting more accurate and powerful results for single image super resolution. The future 

move towards, SRCNN, learns an end-to-end mapping among low- and high-resolution images, with small extra 

pre/post-processing beyond the optimization. With a lightweight structure, the SRCNN has achieved greater performance 

than the state-of-the-art methods. We have presented novel deep learning methods for single image super resolution. 
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