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Abstract— An antenna is the back bone of the wireless communication. It is mainly used to transmit and 
receive signal. An antenna array is a group of radiators whose currents are of either same or different 
amplitudes and phases. The presence of large side lobe radiation beam levels of an antenna is undesirable 
as the antenna performance and efficiency will be greatly degraded. Antenna structures especially in array 
arrangements have the capability to provide interference reduction.  

In this paper, the Particle Swarm Optimization algorithm is utilized to optimize amplitude and 
phase excitations of uniformly spaced Linear and Planar array antenna with isotropic Point Source as unit 
elements. The cost function of Particle Swarm Optimization algorithm is maximum reduction in side lobe 
level. The Particle Swarm Optimization algorithm finds the optimum amplitude and Phase excitations of 
the antenna array elements to provide the radiation pattern with maximum reduction in the side lobe level. 
The results show the e effectiveness of the amplitude excitations and phase excitations on the overall 
performance of the array and also design of antenna arrays using the Particle Swarm Optimization method 
provides considerable enhancements and the synthesis obtained from other optimization technique like 
Genetic algorithm. 
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I. INTRODUCTION 
 

Antenna arrays have been widely used in mobile and wireless communication systems to improve signal 
quality, hence to increase system coverage, capacity and link quality. The performance of these systems 
depends strongly on the antenna array design [5]. 
 
In many practical applications, the radiation pattern of the array is required to satisfy some basic criteria 
including , directivity and side lobe level[5,17]. These two criteria constitute a trade-o that has to be 
optimized for real world applications. Works in the literature report many strategies for designing antenna 
arrays. The first optimum antenna array distribution was the binomial distribution. It was proposed by 
Stone. The binomial distribution has large current ratio and the radiation pattern has no side lobe. One 
famous type of antenna arrays is the Dolph-Chebychev arrays that are uniformly spaced linear arrays fed 
by Dolph-Chebychev coeffi- cients. These arrays have the important property that all side lobes in their 
radiation pattern have equal magnitude. Furthermore, the compromise between the directivity and side 
lobe level for these arrays is optimal, meaning that for a specified side lobe level, the directivity is the 
largest, and, alternatively, for a given directivity, the side lobe level is the lowest [2,6]. Some works 
consider a uniform geometry with the element excitations being optimized for some desired characteristics 
[17]. Others assume a uniformly excited array with the physical dimensions being optimized [8]. A third 
approach considered by some authors consists in seeking both geometrical dimensions and element 
excitations [20]. In this work, varying amplitude-only and phase-only alternative is considered with the 
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technique of Particle Swarm Optimization (PSO) exploited to synthesis of Antenna Array. 
 
Optimization techniques can be classified into two classes: local and global optimizers [17]. The local 
(also called classical) methods of optimization have been successfully used in finding the optimum 
solution of continuous and differentiable functions. These methods are analytical and make use of the 
techniques of differential calculus in locating the optimum points. Since some of the practical problems 
involve objective functions that are not continuous and/or diff- erentiable, the classical optimization 
techniques have limited scope in practical applications [16]. In recent years, some optimization methods 
that are conceptually different from the traditional mathematical programming techniques have been 
developed. Most of these methods are based on certain characteristics and behaviour of biological, 
molecular, swarm of insects, and neurobiological systems. Most of these methods have been developed 
only in recent years and require only the function values (and not the derivatives) [16]. The drawbacks of 
existing numerical methods have forced the researchers all over the world to rely on metaheuristic 
algorithms founded on simulations of some natural phenomena to solve antenna problems. These 
algorithms use an objective function of optimization which leads to the sidelobe suppression and null 
control [12]. Metaheuristic algorithms, such as Genetic Algorithms [7,1,4], Simulated Annealing [11], 
Tabu Search [5], Memetic Algorithms [14], Particle Swarm optimizers [9,10], and Taguchi method [21] 
have been used in the design of antenna arrays. 
 
The conventional methods of linear antenna array optimization use a set of linear or nonlinear design 
equations and solve them to get the optimal solution. Due to the complexity of the design problem, the 
solution lies in the use of evolutionary approaches like Genetic Al-gorithms (GA) and Particle Swarm 
Optimization (PSO) of optimization for electromagnetic design [19]. PSO belongs to the class of 
evolutionary optimization techniques together with genetic algorithms and many other tools. PSO is 
similar in some ways to Genetic Algorithms (GA) and other evolutionary algorithms, but requires less 
computational bookkeeping and generally fewer lines of code. Furthermore, the basic algorithm is very 
easy to understand and implement. The method is inspired by the social behavior of swarms. The 
individuals evolve towards the global optimum in a competitive way based on a fitness function that 
involves the desired parameters to be optimized. The PSO algorithm has been applied for 
Electromagnetics and linear antenna array design problems [18,13,3]. Minimum Side lobe level and 
control of null positions in case of a linear antenna array and planar antenna array has been achieved by 
optimizing element amplitude excitations and phase excitations using PSO [13].The reminder of the paper 
is organized as follows. Section 2 explains formulation of the pattern synthesis problem for linear antenna 
array and planar antenna array. A general overview of Particle Swarm Optimization algorithm is 
introduced in Section 3. The cost function that is used in the optimization process for the control of side 
lobe level and synthesis the pattern shape is presented. In Section 4, numerical results are discussed. 
Finally, the conclusion is made in Section 5. 

 

II. PROBLEM FORMULATION 

 

2.1. Optimization of Amplitude Excitation for side lobe level reduction  
The Array factor of N element linear array antenna is given by, 
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   Figure 2.1: N-elements linear array geometry 

In the case of a m n uniform planar rectangular array, Im1 = I1n = I0 for all m and n, i.e., all elements 

have the same excitation amplitudes. Thus, The array factor of m n Element, 
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   Figure 2.2: Rectangular Planar Array 
 

Normalized Power Pattern, P( ) in db can be expressed as follows: 

   

 
 

 maxΘAF

ΘAF
log20ΘP 

 
To find optimum values of amplitude excitation which produces the array pattern with maximum 
reduction  in side lobe level, the algorithm is used to minimize the following cost function, 

  Maximum Side Lobe Level(MSLL) =    ΘPmaxmin sΘ  

Where, s is the region of maximum side lobe. 
If unit element in linear array is isotropic source, The radiation pattern is given by, 

    1ΘE   
The resultant pattern is, 

  
     ΦAFΘEΘEtotal 

 
 

2.2 Optimization of phase excitation for Side lobe level Reduction  
In this section, the particle swarm optimization is used to determine optimum low side lobe phase 
excitation for linear arrays. The optimum phase excitation is found in quantized phase space. 
 
The Array factor of N elements linear array antenna is given by, 

      nΦcosnkxcos
N

1n
nI2AF 


  

Denoting the angular direction u=cos and matrix notation, The above equation can be formed as, 
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In the case of a m n uniform planar rectangular array, Im1 = I1n = I0. for all m and n, i.e., all elements 

have the same excitation amplitudes. Thus the array factor of m n Element  Planar antenna array is, 
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Normalized Power Pattern, P( ) in db can be expressed as follows: 
 

                         
 

 maxΘAF
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log20ΘP   

To find optimum values of amplitude excitation which produces the array pattern with maximum reduction  
in side lobe level, the algorithm is used to minimize the following cost function, 

                        Maximum Side Lobe Level (MSLL) =    
\\
sΘ

Φ
ΘPmaxmin

n
  

Where, s is the region of maximum side lobe. 
If unit element in linear array is isotropic source, The radiation pattern is given by, 

                1ΘE   
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The resultant pattern is, 

               
     ΦAFΘEΘEtotal 

 
 

III. BASIC PARTICLE SWARM OPTIMIZATION 

 
In the basic particle swarm optimization algorithm, particle swarm consists of n particles, and the position 
of each particle stands for the potential solution in D-dimensional space[9,10]. The particles change its 
condition according to the following three principles: (1) to keep its inertia (2) to change the condition 
according to its most optimist position (3) to change the condition according to the swarms most optimist 
position. The position of each particle in the swarm is affected both by the most optimist position during 
its movement (individual experience) and the position of the most optimist particle in its surrounding 
(near experience). When the whole particle swarm is surrounding the particle, the most optimist position 
of the surrounding is equal to the one of the whole most optimist particle; this algorithm is called the 
whole PSO. Each particle can be shown by its current speed and position, the most optimist position of 
each individual and the most optimist position of the surrounding. In the partial PSO, the speed and 
position of each particle change according the following equality, 

 
    
           
 
 
 
In this equality, Vid
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k
id stand for separately the speed of the particle i at its k times and the d-

dimension quantity of its position; pbest
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id represents the d-dimension quantity of the individual i at its 
most optimist position at its k times. , gbest

k
d is the d-dimension quantity of the swarm at its most optimist 

position. c1 and c2 represent the speeding figure, regulating the length when flying to the most particle of 
the whole swarm and to the most optimist individual particle. Usually, c1 is equal to c2 and they are equal 
to 2; r1 and r2 represent random function, and 0-1 is a random number. 
 
Flow chart depicting the General PSO Algorithm: 
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Figure 3.1 Flow chart for PSO Algorithm 

 
The PSO algorithm has following steps 

1. Create a population of particles  
2. Evaluate each particles position according to the cost function  
3. If a particles current position is better than its previous best position, update it  
4. Determine the best particle position of swarm (gbest)  
5. Update particles velocities  
6. Move particles to their new position  
7. Go to step 2 until criteria are satisfied   

 

IV. SIMULATION RESULTS AND DISCUSSION 

 

4.1 Side lobe Level Reduction Using Amplitude Excitations 
The ten elements linear array of isotropic antenna with half wavelength spacing is considered in 
simulation. To select proper value of parameter of particle swarm optimization algorithm, the PSO 
algorithm is applied to optimize side lobe level for 50 iterations. Fig.4.1 shows the side lobe level of -
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24dB. Fig. 4.2 shows the radiation pattern for array factor for LAA using best solution. Fig 4.3 shows that 
PSO gives better results than genetic algorithm by using same simulation paremeter.                                                                 
                              
 
 
 
 

                                                                                        
Figure 4.1: Cost v/s Number of Iteration for              Figure 4.2: Radiation pattern for -24dB 
 -24dB SLL for LAA                                                                SLL  for LAA 

 
Figure. 4.3 the side lobe level of -26.21 dB 

The 5 5 elements planar array of isotropic antenna with half wavelength spacing is con-sidered in 
simulation. To select proper value of parameter of particle swarm optimization algorithm, the PSO 
algorithm is applied to optimize side lobe level. Here,  the results were averaged to get more optimum 
result. Fig.4.3 shows the side lobe level of -26.21 dB. Fig. 4.4 shows the radiation pattern for array factor 
for PAA using best solution.  
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Figure 4.4: Avg.Cost v/s Number of Iteration              Figure 4.5: Radiation pattern for -26.21 –26.21dB 
SLL for PAA                                        dB SLL for PAA 

 

4.2 Simulation Result for Phase Excitations 

 

4.2.1 Side lobe Level Reduction Using Phase Excitations  
The ten elements linear array of isotropic antenna with half wavelength spacing is considered in 
simulation. To select proper value of parameter of particle swarm optimization algorithm, the PSO 
algorithm is applied to optimize side lobe level. Here, The results were averaged to get more optimum 
result.  Fig. 4.5 shows the side lobe level of -16.49dB. Fig. 4.6 shows the radiation pattern for array factor 
for LAA using best solution. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.6: Avg.Cost v/s Number of Iteration               Figure 4.7: Radiation pattern for  
 
 

16.49 dB for -16.49dB                                            SLL for LAA                                                                                       

The 5 5 elements Planar array of isotropic antenna with half wavelength spacing is considered in 
simulation.  To select proper value of parameter of particle swarm optimization algorithm, the PSO 
algorithm is applied to optimize side lobe level. Here, The results were averaged to get more optimum 
result. Fig. 4.7 shows the side lobe level of -18.98 dB. 
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Figure 4.8: Avg.Cost v/s Number of Iteration                 Figure 4.9: Radiation pattern for 18.98 dB  for -
18.98dB  SLL for PAA                                SLL for PAA 

 
Fig. 4.8 shows the radiation pattern for array factor for PAA using best solution. from these results, it 
shows that Maximum side lobe level reduction is achieved mainly due to optimization of amplitude 
excitation than the phase excitations. so, it is concluded that amplitude excitations gives better result in 
terms of side lobe level reduction.  
 

4.3 Null steering Results  

 

4.3.1 Placement of one Null  
Null steering in phased and adaptive arrays may be achieved by controlling some of the array parameters 
such as the position only of the array elements, the amplitude only and the phase-only. Pattern nulling 
techniques are very important to cancel undesired interference. Here placement of one null at 60 is shown 
in below figure. It shows that interference is cancelled from the undesired user direction of 60. 
 
 

 
 
 
 
 
 
 
 
 

Figure 4.10: Placement of Null at 60                    Figure 4.11: Placement of Nulls at 60 and100 
4.3.2   Placement of Two Nulls 
Here placement of Two nulls at 60 and 100 are shown in figure 4.11. It shows that interference is 
cancelled from the undesired user direction of 60 and 100. 
 

V. CONCLUSION 
 
A PSO based algorithm is used in order to improve the radiation pattern of linear antenna arrays and 
planar antenna arrays according to specific requirements. The optimization procedure is applied under the 
restriction of uniform amplitude excitation and under the requirements for the minimum possible side lobe 
level. The PSO algorithm finds the amplitude excitations of linear and planar array elements for maximum 
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reduction in side lobe level. The results show that the proposed method is very promising and capable of 
optimizing any type of antenna array than any other evolutionary method like genetic. 
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