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Abstract —: The Hadoop framework has been developed to effectively process data-intensive MapReduce applications. 

Hadoop users specify the application computation logic in terms of a map and a reduce function, which are often termed 

MapReduce applications. The Hadoop distributed file system is used to store the MapReduce application data on the 

Hadoop clusternodes called Datanodes, whereas Namenode is a control point for all Datanodes. While its resilience is 

increased, its current data-distribution methodologies are not necessarily efficient forheterogeneous distributed 

environments such as public clouds.This work contends that existing data distribution techniques are not necessarily 

suitable, since the performance of Hadoop typically degrades in heterogeneous environments whenever data distribution 

is not determined as per the computing capability of the nodes. The concept of data-locality and its impact onthe 

performance of Hadoop are key factors, since they affect the performance in the Map phase when scheduling tasks. The 

task scheduling techniques in Hadoop should arguably consider data locality to enhance performance. Various task 

scheduling techniques have been analysed to understand their data-locality awareness while scheduling applications. 

Other system factors also play a major role while achieving high performance in Hadoop data processing.  

 

Keywords- Hadoop,Data-Locality,Distributed Computing,Big Data,Cloud Computing. 

 

INTRODUCTION 

 

Meaning of the distribution means to “divide”. Here we have to perform some tasks, processes, programs, logics and the 

particular computations of the user.Using distributed computing we can also create remote environment in which client 

can access their data from different location or region from different Pcs.So finally we have to combine these different 

independent computers to create single system.  Each node perform their tasks independently and communicate with 

another node using the concept of message passing. Examples:   network of different branch office computers of one 

company or institute.  

 

The current Apache Hadoop is an open-source framework used for distributed large data storage and processing of big 

data sets using the MapReduce programming model. Wide area network is covered by Distributed computing. Hadoop is 

one of the popular framework for distributed computing.A Hadoop cluster follows parallel architecture. so that store and 

process big data sets on the parallel machines of the hadoop cluster. Generally, the Hadoop cluster provides remote data 

access. The clients can use their own devices to perform the computation in Hadoop. 

 

Figure(1) shows Hadoop architecture.The description about Hadoop architecture shown below. 

 

Resource Manager (RM): Runs on master node,Global resource scheduler,Arbitrates system resources between 

competing applications 

 

Node Manager (NM): Runs on slave node ,Communicates with RM 

 

Containers: Created by RM upon request, Allocate certain amount of resources (CPU cores, memory) on a slave node, 

Applications run in one or more containers 

 

Application Master:  One per application, Requests more containers to run application task. 
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      Figure 1. Hadoop Multi-Node Cluster Architecture 

 

I.  PROBLEM STATEMENT 

 

The default Hadoop follows random and uniform data placement strategy. Hence it faces issues related to distribution 

and locality of data. This leads to degraded performance of Hadoop cluster. Also the techniques implemented so far 

doesn’t take the resource parameters of the nodes in Hadoop cluster into consideration directly. They either calculate the 

computing capacity of nodes, computing capacity ratio of  the nodes, or are based on correlation model. An optimal data 

placement approach is required which will ensure proper data placement based on the node’s true ability to process the 

workloads. 

 

The scope of this work is to study data distribution in Hadoop environment with respect to the following issues 

identified:  

 

Data Distribution Issue: 

Refers to the random data distribution in Hadoop cluster nodes. Poor MapReduce performance, which is ideal for 

homogeneous clusters in terms of computing and disk capacity.  

 

Data Locality Issue: 

Refers to the proximity of data to its processing nodes. The findings show that resources in a Hadoop cluster like CPU, 

memory, I/O, etc. are underutilized when the cluster is running on data-intensive applications.  

 

II. PROPOSED WORK 

 

Proposed system architecture is shown in figure(2).The description of that model is following: 

   

  Resource Manager 
YARN Resource Manager will be responsible for managing the resources like CPU and memory. The Data Placement 

module will be integrated with YARN Resource Manager. The Resource Manager will keep health check of the 

DataNodes by pinging onto the Agent module of DataNodes after a fixed time interval. 

   

Agent / Node Manager 

The agent will respond to the ping from the Resource Manager with the health check information of the DataNodes. 

Also, it will forward the parameters like CPU and memory to the Resource Manager. 

   

DataNode Profiler 

This will maintain and keep the DataNode information from the Resource Manager updated. It will do DataNode 

profiling based on the CPU usage of the nodes. 

 

Queue Manager 

This Queue will keep the profiled DataNode information in a sorted manner. The information from this queue will be fed 

to the Data distribution module in the Resource Manager which will be responsible for optimal fair data distribution.  
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  Figure 2. Proposed System Architecture 

 

III.  DISTRIBUTION STRATEGY 

 

Phase 1: Monitoring and fetching the resource parameters of the DataNodes  

 The Resource Manager will monitor the resource parameters of the Datanodes. 

 Nodes profiling will be done based on the resource availability of the DataNodes. 

 

Phase 2: Placement of data optimally after fetching the required resource parameters   

 The Priority Queue module will work to sort the nodes according to their resource parameters. 

 The higher the performance of node, higher will be its priority and vice-versa. 

 Then onwards, whenever a new job request will arise, the data placement will be done on the higher performance 

nodes first. 

 

IV. PROPOSED ALGORITHM 

 

 DN = Data Node; NN = Name Node; RM = Resource Manager; J = Job Request 

 

ALGORITHM 

1. Job request J; 

2. Job assigned task between NN and DN 

3. For i = number of DN from 1 to n 

4. RM fetches the DN resource parameters[ thresold and response time]  

5. Data is  processed and stored in vector  

6. Profile schedules over specific interval of time to fetch data 

7. Queue stores the DN[i]  

7. If new job request J; 

8. For i = number of DN from 1 to n 

9. If i == n; 

10. do i = 1; 

11. NN gets the D[i] for the job from the RM 

12. J[i] assigned to D[i] obtained from the NN 

13. DN[i] = DN[i] + 1; 

14. Goto Step 7 

15. Else Stop 
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Experimental Parameters and Evaluation Parameters 

 CPU Usage (amount of CPU consumption) 

 Data Size (size of input data for processing) 

 Response Time of the application (in seconds) = Job Finish Time – Job Submit Time 

 

V. IMPLEMENTATION ENVIRONMENT 

 

Tools & Technologies 

 Apache Hadoop 2.6.1 

 Linux/Unix based, Mac, or Windows OS Platform 

 Eclipse IDE 

 Language: Java 

 

Introduction about Environment 
Hadoop is a well-known implementation of the MapReduce model platform, which is an open-source supported by the 

Apache Software Foundation. Hadoop is user-friendly for distributed appli-cation developers because it mitigates 

complicated managements. Hadoop consists of two main parts: MapReduce [5]and Hadoop Distributed File System 

(HDFS) [4], in which MapReduce is re-sponsible of parallel computing and the HDFS is responsible for data 

management. In the Hadoop system, MapReduce and HDFS management parallel process jobs and data, respectively. 

Hadoop partitions a job and data into tasks and blocks, and assigns them to nodes in a cluster. Hadoop adopts 

master/slave architecture, in which a master node manages other slave nodes in the clus-ter. In the MapReduce model, 

the master is called JobTracker, and each slave is called TaskTracker. In the HDFS, the master is called NameNode, and 

each slave is called DataNode. Job and data distri-butions are managed by the master to assign nodes for computing and 

storing. In the default setting of Hadoop, node computing ca-pacity and storage capacity are the same in the Hadoop 

cluster. In such a homogeneousenvironment, the data placement strategy of Hadoop can enhance the efficiency of the 

MapReduce model. 

 

Hadoop uses the distributed architecture that can greatly im-prove the efficiency of reading and computing, and also uses 

nu-merous general PCs that can build a high-performance comput-ing platform. Spending large amounts of money to 

buy high-end servers is unnecessary. 

 

For example, assume that the price of a high-end server can buy 10 or more PCs, but the performance of a high-end 

server is lower than 10 sets of the overall performance of the PCs. This can further reduce the cost for the data center. 

This is also one of the reasons why Hadoop is frequently used. 

 

Implementation 

The implementation is divided into  4 phases. 

1. Create Hadoop cluster. 

2. Find every node processing capacity of the Hadoop cluster to find straggler node. 

3. Identification of true straggler task.(Hybrid scheduler) 

4.  data allocation. 

5. Comparative analysis. 

 

Step-1::Create Hadoop cluster: 

The hadoop cluster is created on the amazon EC2 webservice 

 

Node CPU Memory Disk 

Node A(Master)           2 2 GB 50 GB 

Node B(Slave)           4 4 GB 50 GB 

Node C(Slave)           2 2 GB 50 GB 

Table-1 Hadoop cluster configuration 
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   Figure 3:Hadoop cluster on aws EC2 sevice 

 

 
Figure 4: Daemons Running on the Master and Slave Nodes 
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Figure 5:Hadoop Dashboard 

 

 

Step-2::Fetching parameters: 

 
Figure 6:Fetching Parameters of cpu 

 



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 5, Issue 04, April-2018, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 
 

@IJAERD-2018, All rights Reserved  2409 

 
Figure 7:Sorted node according to the parameters of cpu 

 

Step-3:: Identification of true straggler task.(Hybrid scheduler) 

 If a task is not a slow task, then it performs a normal action 

 If a particular task is a Straggler task, then it checks whether it is a map or reduce task. 

 If it is a map task, then it checks for the availability of Map slots on the corresponding fast node. 

 If Map slots are not available; then the node will wait for threshold period. 

 If Map slots are present in FPN (Fast Processing Node), then schedule slow map task to the FPN. 

 If slow map tasks assigned to the slow processing node; then it will receive the negative rewards. 

 If slow map tasks assigned to the fast processing node,then it will receive the positive rewards. 

 If it is a reduce task, then check for the Reduce slot availability on the corresponding fast node. 

 if Reduce slots are not available, then the node will wait for a threshold period. 

 If Reduce slots are present in FPN, then schedules slow reduce task to the fast processing node. 

 If slow reduce tasks are assigned to the slow processing node; then it will receive the negative rewards. 

 If slow reduce tasks are assigned to the fast processing node, then it will receive the positive rewards. 

      Each TaskTracker in the cluster will update its status by sending a heartbeat  message to the                    JobTracker. 

 Then, JobTracker will update its metadata information. 

 

Step -4:Performance Evaluation of the Proposed System 

 

For the evaluation purpose, we ran two sample applications – WordCount MapReduce MapReducejob. The test was 

performed on two sizes of input file – 512 MB and 1024 MB respectively. WordCount job was performed for the same 

files. And then the results of the execution time taken by default Hadoop and proposed solution were compared. 

 

The observed execution times for sample MapReduce job are as under: 

 

Method Used 
 

WordCount Execution Time for 

512 MB Data Size 

 

Default Hadoop 

 

117 seconds 

 

Proposed Solution 

 

112 seconds 

 

Table 2: WordCount job Execution Time for 512 MB Data Size 



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 5, Issue 04, April-2018, e-ISSN: 2348 - 4470, print-ISSN: 2348-6406 
 

@IJAERD-2018, All rights Reserved  2410 

Method Used 
 

WordCount Execution Time for 

512 MB Data Size 

 

Default Hadoop 

 

212 seconds 

 

Proposed Solution 

 

205 seconds 

 

Table 3: WordCount job Execution Time for 1024 MB Data Size 

 

As it is evident form the table, we observed a reasonable difference in the execution times between the default approach 

and the proposed approach in Hadoop. X-axis refers data size and y-axis refers time in seconds. 

 

 
Figure 8: Execution Times for the WordCount job for Default Hadoop and the Proposed Solution 

 

The proposed solution enhanced the response time of the job as clearly seen from the graph. It reduced the execution 

time by 1.71% for the 512 MB size input data and 2.359% for 1024 MB size input data. The evaluation was performed 

on a cluster of 4 nodes. Still it yielded notable enhancement in the response time of the jobs and improved the overall 

performance of the Hadoop cluster. This tends to imply that it could possibly bring considerable improvement of the 

Hadoop cluster by efficiently utilizing resources on large-scale Hadoop clusters. The proposed approach not just betters 

the performance but also resolves the straggler node issue as straggler nodes are not utilized due to their slow or poor 

performance. 

 

VI.  CONCLUSION AND FUTURE WORK 

 

This dissertation work presents an optimal data placement strategy in Hadoop environment. It describes a 

proper data placement design for Hadoop clusters. This dissertation explores the Hadoop data placement policy in detail 

and proposes a modified data placement approach that increases the performance of the overall system. The idea of 

placing data across the cluster according to the utilization of the nodes resources is presented, which will enhance the job 

execution/response times and improving the overall Hadoop cluster performance by efficient utilization of resources. 

The proposed solution fairly considers each node’s resources and distributes the data based on their utilization. The new 

data placement strategy could bring reasonable improvements in large-scale Hadoop clusters. In future, the proposed 

work remains to be tested over a larger number of nodes to find out the true potential of the new system. 
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