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Abstract—In today’s growing and competitive world we need more and exactly sure security for our applications. Many 

of them including face verification use face image retrieval method. It’s a challenging technique since all the faces will 

be similar due to its similar geometrical configuration of face structure. Thus, with the exponentially increasing images, 

large-scale content-based face image retrieval is an enabling technology for many emerging applications.In our project, 

we aim to improve content-based face retrieval by constructing semantic codewords for efficient large-scale face 

retrieval and for that we utilize automatically detected human attributes that contain semantic cues of the face photos. In 

content based image retrieval we can only retrieve the image using low level features. But in our project we have use 

attribute-enhanced sparse coding and attribute embedded inverted indexing to retrieve the image using high level 

features (hair style, gender, race) and to improve the face retrieval in the offline and online stages.The results show that 

the proposed methods can achieve up to 42 to 43% relative improvement compared to the existing methods. 
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I. INTRODUCTION 

As we know in today‟s world there are largely growing consumer photos available in our life. Among all those photos, a 

most of them are photos with human faces. human face photos are mainly used in many security systems.   Our goal in 

this project  is to address one of the important and challenging problems – large-scale content-based face image retrieval. 

For a given query face image, content-based face image retrieval tries to find similar face images from a large image 

database.Low level features are just appearance and posing in which we cannot get the exact information whether it is 

similar or different  faces. For this reason we have usedhigh level attributes which can differentiate the unique faces from 

all similar faces images. High level attributes used to consider race, hair, gender etc. 

 

(a) Due to old low-level attributes there is 

lackofsemanticmeanings,face images of two different 

people might be close in the traditional low-level 

feature space. 

(b) With new  high-level human attributes, 

(e.g. gender, age…etc.) , we can provide accurate 

discriminability to access face image . 

 

 

 

 

 

 

 

In order to evaluate the performance of the proposed methods, we conduct extensive experiments on two separate public 

datasets named LFW [1] and Pubfig [6].  

Duringthe experiments, we show that the proposed methods can leverage the context information from human attributes 

to achieve relative improvement up to 43.55% in mean average precision on face retrieval task compared to the existing 

methods using local binary pattern (LBP) [8] and sparse coding [5].  

 

II. SYSTEM MODEL 

We have lot of images in database hence for every image we apply some techniques on them. First of all we 

need to detect the face from image so we apply Viola-Jones facedetector [12]tofindthelocationsoffaces. After it we have 
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to find 73 different attributes scores for that we use framework proposed in [7]. Now to locate 68 different facial 

landmarks on the image we make use of Active shape model [13].Using these facial landmarks, we apply barycentric 

coordinate based mapping process to align every face with the face mean shape [3]. Now it‟s time to extract grids, for 

each detected facial component, we will extract 75 grids, where each grid is a square patch [4]. In total we have 175 grids 

from five components like 2 eyes, tip of nose , and 2 mouth corners etc..on the aligned image using similar methods 

proposed in [4].Fromeachgrid, we extractanimagepatchandcomputea 59-dimensional uniform LBP feature descriptor as 

our local feature. Once we get local attribute/featuredescriptor , then we quantizeevery 

descriptorintocodewordsusingattribute-enhancedsparsecoding described in Section IV-B. Attribute-embedded inverted 

index described in Section IV-C is then built for efficient retrieval. 

 
When a query image arrives, it will go through the same procedure to obtain sparse codewords and human attributes, and 

use these codewords with binary attribute signature to retrieve images in the index system. Fig. 3 illustrates the overview 

of our system 

 
 

III. PREVIOUS WORK 

Our project work is closely related to several different research topics, including content based image retrieval 

(CBIR), human attribute detection, and content-based face image retrieval. Traditional CBIR techniques use different 

face image attributes/content like texture, color and gradient to represent images. To deal with large-scale data we  

mainly use two kinds of indexing systems, to achieve efficient similarity search. Although these methods can achieve 

high precision on rigid object retrieval, they suffer from low recall problem due to the semantic gap [9]. When dealing 

with face images, prior works [2],[4],[5] usually. Crop only the facial region and normalize the face into the same 

position and illumination to reduce intra class variance caused by poses and lighting variations. Doing these pre- 

processing steps, they ignore the rich semantic cues for a designated face such as skin color, gender, hair style. After 

preprocessing steps, the information loss causes difficulty in identifying attributes (e.g., gender) of the face. Therefore, 

we propose to use automatically detected human attributes to compensate the information loss. Recently, some 

researchers have focused on bridging the semantic gap by finding semantic image representations to improve the CBIR 

performance. [10] And [11] propose to use extra textual in formation to construct semantic code- words; Kumar et al. 

propose a learning framework to automatically find describable visual attributes [7]. Taking advantages of the 

effectiveness and simplicity of LBP feature with the superior characteristics of sparse coding on face images, we adopt a 

similar approach as Chen et  al. used in[5] using component-based LBP combined with sparse coding to construct sparse 

codewords for efficient content-based face image retrieval. However, instead of using identity in-formation that might 

need manual annotations, we focus on utilizing automatically detected human attributes to construct semantic-aware 

sparse codewords using attribute-enhanced sparse coding. In addition, we propose another orthogonal approach to further 

leverage attribute in formation by constructing attribute-embedded inverted index in the online ranking stage. Note that 

the proposed methods can be easily combined with the method proposed in [5] to take advantage of both identity 

information and automatically detected human attributes. we propose to exploit effective ways to combine low-level 
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features and automatically detected facial attributes for scalable face image retrieval. To the best of our knowledge, very 

few works aim to deal with this problem. 

 

IV. PROPOSED METHODOLOGY 

Attribute-Enhanced Sparse Coding (ASC) 

As we are using sparse coding in our project for face image retrieval, let‟s see how to use sparse coding 

Wethendescribedetailsoftheproposed attribute-enhanced sparse coding. Here we apply the same procedures to all patches 

in a single image to find different codewords and we need to combine all these codewords together to represent the 

image. 

1) Sparse Coding for Face Image Retrieval (SC):  

We can solve the following optimization problem Using sparse coding for face image retrieval : 

 

Where, 

x
 (i) 

: Istheoriginalfeaturesextractedfromapatch of face image i . 

D € R
d*K 

: Is a to be-learned dictionary contains K centroids with d dimensions.  

V=[v
(1) 

,v
(2) 

 ,……,v
(n)  

] : Is the sparse representation of the face image spots/patches. The constraint on eachcolumnof D 

(D*j)istokeep „D‟ from becoming large. By utilizing sparse coding, a feature is  linear combination of the column vectors 

of the dictionary. [14] Provides an efficient online algorithm for solving the above problem. Note that we apply the above 

process to 175 different spatial grids separately, so codewords from different grids will never match. Accordingly, we 

can encode the important spatial information of faces into sparse coding. 
 

 

2) Attribute-Enhanced Sparse Coding (ASC): 

As we know that the images with different attributes will surely have different codewords. For the 

casesofmultipleattributes, wedividethesparserepresentation into multiple segments based on the number of attributes, and 

each segment of sparse representation is generated depending on single attribute. The above goal can be achieved by 

solving the following optimization problem modified from (2): 

 
Where, 

„o‟:  Is   pairwise multiplication between two vectors. 

Fa(i) : Is the attribute score for ithimage. 

Z
(i)

 : is a mask vector for deciding which codewords are allowed to be used by image i . 

 By using the mask vector z
(i)

,it forces the sparse representationvj
(i)

 to be zero if zj
(i) 

is ∞ because any other values 

in these dimensions will cause the objectivefunction to become infinity. The final sparse representation  v
(i)

can be found 

by solving a L1 regularized least square problem and only considering the dimensions where zj
(i)

=1 . 
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Fig.Proposed architecture of image retrieval system   with enhanced sparse coding. 

 

A) Attribute Embedded Inverted Indexing (AEI): 

As we have describedmethods inSection IV-A  thataimtoconstructcodewordsenhancedbyhumanattributes.Now  

wedescribe thesecondmethodthatcanutilizehumanattributesbyadjusting the inverted index structure 

1. Face image Ranking with Inverted Indexing:  

After finding  thesparserepresentation for each imageusingthemethod describedin Section IV-

A,wecanusecodewordset to representitbytakingnon-zeroentriesinthesparserepresentationas codewords. Hence we can 

compute the similarity between two images as follows, 

 
The image ranking according to this similarity score can be efficiently found using inverted index structure. 

2. Inverted Indexing:  

Now we have to manage attribute information into index structure, for each image, in additiontosparsecode words 

c
(i)

computed from the facial appearance, we use a db a dimension binary signature to represent its human attribute,b
(i)

 : 

 
Where,h(i , j) denotes hamming distance between i and j, and T is a fixed threshold such that 0 ≤ T  ≤ db. 

 

V. CONCLUSION 

We propose and combine two orthogonal methods to utilize automatically detected human attributes to 

significantly improve content-based face image retrieval (up to 43% relatively).To the best of our knowledge, this is the 

first proposal of combining low-level features and automatically detected human attributes for content-based face image 

retrieval. Current methods treat all different attributes as same. We have used  methods to dynamically decide the 

importance of the attributes and further exploit the contextual relationships between them. Attribute enhanced sparse 

coding will extract less amount of images which exactly match with the query images. This is an efficient method 

compared to the existing methods. 
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VI. FUTURE SCOPES 

 By using sparse codewords we directly compare this attributes to match any face images. 

 Due to presence of sparse attributes we do not require any other details of person to match his identity. 

 We can provide better discriminability for face image retrieval (gender, race, hairstyle, etc. ). 
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