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ABSTRACT:- Recently, it has become more and more difficult for the existing web based systems to locate or retrieve 

any kind of relevant information, due to the rapid growth of the World Wide Web in terms of the information space and 

the amount of the users in that space. However, in today's world, many systems and approaches make it possible for the 

users to be guided by the recommendations that they provide about new items such as articles, news, books, music, and 

movies. However, a lot of traditional recommender systems result in failure when the data to be used throughout the 

recommendation process is sparse. This Paper focuses on the development and evaluation of a web based movie 

recommendation system. 
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I.   INTRODUCTION 

In today's world, many systems and approaches make it possible for the users to be guided by the 

recommendations they provide about new items such as news, web pages, articles, books, music, and movies. In addition, 

recommender systems are being used in an ever-increasing number o f e-commerce sites such as Amazon[1] for books, 

IMDb[2], MovieLens[3], and MovieFinder[4] for movies, Pandora[5] for music domains, in order to assist buyers  in 

finding suitable precuts[7] .At the online world, RSs act as vendors who connect the items to customers by predicting 

their preferences. Such systems not only reduce the searching time of the user, but  also enhance the selling rates. 

For movie recommendation system One features are integrated in order to handle the sparsity [11]. In addition, 

the cultural metadata of the movies are exploited by the CF approach in order to make more successful and realistic 

predictions. The first fact that is being focused on Information Based collaborative filtering methods may not achieve 

success when the training data is sparse. Thus, a synthesis of two methods and Effect ive Missing Data Prediction, which 

have been proven to handle this problem in a reasonable way, is used to handle the data sparsity problem with a stronger 

approach. RSs require any kind of informat ion about the preferences of the users and a method to decide if an item is 

interesting for a specific user. 

 

II.RECOMMENDATION TECHNIQUES  

 

Since one of the most important components of every recommender system is  making predictions, it is logical to 

classify them according to the prediction technique. Based on the prediction technique it classifies the RSs into three 

main groups: 

A. Information-based prediction techniques. 

B. Social-based prediction techniques . 

C. Combination of the first two techniques (Hybrid Techniques). 

 

A. Information-based Prediction Techniques 

In this method the actual user is taken into consideration and the information related to other users is not 

processed. So these techniques are considered domain specific you have to analyze the informat ion stored in the metadata 

associated with them. Examples of these techniques are: case-based reasoning or content-based recommendation (CBR), 

informat ion filtering, attribute-based techniques [8]. 

The main assumption under case-based reasoning or content-based recommendation techniques is that a user has 

similar p references over similar items. The more similar the items, the more equal the preferen ces of the user on those 

items. In content-based recommender systems, various candidate items are compared with items previously rated by the 

user and the best matching items are recommended. The strengths of CBR can be listed as below 

1. It can recommend completely new items. 

2. Simple to understand, it„s easy to explain a process of recommendations to users. 

3. Since the content is usually constant, an item should be analyzed only once. 
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The weaknesses of CBR 

1 This weakness can be shortly named as limited content analysis. Most of the time, it is really hard work to extract the 

truly relevant and significant features from the content. 

 

B. Social-based Prediction Techniques 

In this techniques, both the informat ion about the actual user and the whole set of users are analyzed . Since item 

informat ion is not used, these techniques are domain independent. Some examples of social-based prediction techniques 

are collaborative filtering (CF), item-item filtering, stereotypes and demographics, popularity, average. Popularity and 

average are simple predict ion techniques that recommend items based on their popularity among all users, or on the 

average of all the set of ratings of an item. 

 

1. Collaborative Filtering Method 

CF is based on the assumption that people who rate items in a similar way probably have similar preferences 

and tastes. The use of stereo types and demographics are related with the fact that people who comes from the same 

background (i.e. age, gender, occupation, education, demographic data, etc.) usually exh ibits exchangeable preferences. 

2. Classification of Collaborative Filtering Method 

Algorithms for collaborative recommendations can be grouped into two main classes. 

 

2.1Memory-Based Algorithms  

These are heuristics that make rat ing predictions based on the entire collection of previously rated items by the 

users. That is, the value of the unknown rating for a user and an item is usually computed as an aggregate of the ratings 

of some other (usually the N most similar) users for the same item.  

User-based CF predicts an active user„s interest in a particular item based on rating informat ion from similar 

user profiles. 

Item-based Approaches use the similarity between items instead of users. After, the similarity of items are 

calculated, unknown ratings can be predicted by averaging the ratings of other similar ite ms rated by the active user. 

    

 The main advantage of item-based CF over user-based CF is its scalability.  

 

2.2. Model-Based Algorithms  

In contrast to memory-based algorithms, model-based algorithms use the collection of ratings as a training 

dataset to learn a model, which is then used to make rat ing predictions.  

 

3. Algorithms for Collaborative Filtering Method 

As mentioned before, one important aspect to be considered in CF method is the way similarity  between the 

profiles of users is computed. There will be exp lained in detail below. 

 

3.1 Mean S quared Differences Algorithm  

This algorithm estimates the degree of dissimilarity between user profiles by calculating the mean squared 

difference between them.  

 

The formula used for calculating the similarity between two users is given below:  

 
where Cxn = [1,0]: depending on whether item n is rated by user x or not  

Cyn = [1,0]: depending on whether item n is rated by user x or not  

Sxn is the rate of item n given by user x 

Syn is the rate of item n given by user y 

3.2 Vector Similarity (VS)  

This algorithm looks at the arrays of user ratings as vectors, and uses the cosine of the angle between the vectors 

as an index of similarity. The equation for similarity between users in the vector similarity algorithm becomes the 

normalized dot product of the two vectors, or the cosine of the angle between them. 
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where : 

   : Similarity between users u and q 

                  :  The rate user p gave item i 

 

                   : The rate user q gave item i 

 

 

3.3 Pearson Correlation Coefficient (PCC)  

User-based CFF engaging PCC is used in a number of RSs, since it can be easily implemented and can achieve 

higher accuracy than other similarity computation methods. In user-based CFF, PCC is employed to define the similarity 

between user a and user u based on the items that they rated in common. The related formula, where Sim(a,u) denotes the 

similarity between users a and u, and i belongs to the subset of items which were rated by both of the users, is the rate 

user a gave item i, and avg(ra) represents the average rating of user a, is given below : 

 

 
 

On the other hand, the basic idea in similarity computation between two items i and j by using PCC is to first isolate t he 

users who have rated both of these items and then apply a similarity computation technique to determine the similarity 

Sim(i,j). The related formula, where Sim(i,j) denotes the similarity between items i and j, and u belongs to the subset of 

users who rated both of the items is the rate user u gave to item i, and avg(ri) represents the average rating of item i, is 

given below: 

 
 

 

Strengths of the CF method 

1. No electronic representation of the items in order to be analyzed by the computer is required  

2. The content of the recommendations might be very different from the orig inal preferences of the user so that the user 

can also taste items other than his/her previous likes. 

3. CF techniques are domain independent and can work perfectly in domains where it„s hard to extract content 

informat ion from the items or where there is not content at all associated with the items.  

Weaknesses of CF Method 

1. Most users rate just a few of the items in the collection, which causes the user-item rating matrix to become very 

sparse. And this leads to a reduced probability of finding a set of users with many ratings in common. This is  called the 

sparsity problem. 

2. Collaborative RSs tend to fail when there exist little informat ion about preferences or when a user h as quite 

uncommon interests .  

 

 

C. Hybrid Techniques 

The main idea behind hybrid recommendation techniques is that a combination of algorithms can provide more 

accurate recommendations than a single algorithm and disadvantages of one algorithm can b e overcome by other 

algorithms. In order to explo it the advantages of the CB and CF recommendation methods that were mentioned in the 

previous sections, several hybrid approaches have been proposed, concerning combinations of CB and CF.  
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III. PROBABILISTIC RELATIONAL MODEL FOR MOVIE RECOMMENDATION S YSTEM  

 

Collective approach using Probabilistic Relat ional Model(PRMs) and In formation Based Predict ion technique to 

recommend a movie and solve the problem of sparsity in Movie Recommendation System. A probabilistic relational 

model(PRM)[6] for a relational schema S is defined as follows. For each class X €X and each descriptive attribute A€ A 

(X), we have a set of parents Pa(X:A), and a conditional probability distribution (CPD)[6] that represents  

P(I /σ,Θs)= P(X.A/ Pa(X.A)). 

For example, consider a schema describing a domain describing votes on movies. Th is schema has three classes called 

Vote, Person, and Movie. For the Vote class, the descriptive attribute is Score with values {0,1,2,3,4,5}, for Person the 

descriptive attributes are Age and Gender, which take on values {young; middle-aged; old} and  {Male; Female} 

respectively. For example, the Vote class would be associated with two reference slots: Vote.ofPerson, which describes 

how to link Vote objects to a specific Person; and Vote.ofMovie, which describes how to link Vote objects to a specific 

Movie object. If new user register with system then his  age is 35 and gender is Male then using PRM it find the best 

middle age male user interest probability and give best recommendation based on that probability.  

IV. RES ULT  

The  experimental  evaluation  of  Movie Recommendation System  was  conducted  using  the  MovieLens[3] 

dataset  maintained  by  the  GroupLens[6]  Research  group. That datasets containing 100,000 ratings  on a scale of 1 to 5 

for 1682 movies by 943 users, where each user has rated at least 20 movies, was preferred in order to make the 

evaluation results. The density of the user-item matrix created from the MovieLens dataset is:  

 

which  can  be  considered  to  be  appropriate  enough  in  terms  of  sparsity  for  the evaluation of the system. 

 

A. Testing and Result 

 For  the  purpose  of  measuring  the  prediction  quality  of  the  proposed  approach  and comparing with other 

CF methods, Mean Absolute Error (MAE) metrics was used. Testing and result are taken on the MovieLens[3] dataset. 

The MAE[12] is computed by first summing the absolute errors of the N corresponding ratings prediction pairs and then 

averaging the sum. And it  can be more fo rmally defined as: 

 
where ri denotes  the  actual  rat ing  that  the  related  user  gave  for  item  i,  and r‟ i denotes the rating predicted by 

System approach, and N denotes the number of tested ratings. As can be observed, a larger MAE indicates a lower 

accuracy [3]. 

 
 
For experimental result we test different User. Comparison shows that our algorithm has a relatively better performance 

than the existing method[2].  Proposed algorithms show better result for MAE.  
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Algorithm Mean Absolute Error(MAE) 

Social Based Prediction Technique 1.059 

Pure Collaborative filtering  1.002 

Naïve Hybrid  1.011 

Information Based Prediction Technique 0.962 

Proposed Approach 0.917 

 

V. CONCLUS ION 

 

In this paper various methods have been summarized fo r collaborative filtering. There is an abundance of practical 

applications that help  users  to  deal  with  information  overload  and  provide  personalized recommendations,  content ,  

and  services  to  them. We outlined a framework for modeling the collaborative filtering problem with PRMs. We 

improve the expressiveness and context-sensitivity of other methods  using standard PRM. 
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