
  International Journal of Advance Engineering and Research 
Development 

Volume 2,Issue 6, June -2015 

 

@IJAERD-2015, All rights Reserved                                                                   44 
 

Scientific Journal of Impact Factor(SJIF): 3.134 e-ISSN(O): 2348-4470 

p-ISSN(P): 2348-6406 

A NOVEL ALGORITHM FOR MINING HIGH UTILITY ITEMSETS 
 

Mrs. Hetal M. Shah
1
, Prof. Bhavesh A. Oza

2
 

 
1,2

Computer Science & Engineering ,L.D. College of Engineering ,Ahmedabad, GTU-Gujarat, India 

 

 

Abstract— Data mining is an activity fretful with examining of huge volumes of data to extract some useful information 

or knowledge and interesting patterns or relationships which in turn leads to bet ter understanding of the essential 

processes. An emerging topic in the field of data mining is Utility Mining. The main objective of Utility Mining is to 

identify the itemsets with high utilities, by considering profit, quantity, cost or other user preferences. Mining High 

Utility itemsets from a transaction database is to find itemsets that have utility above a user-specified threshold. In this 

paper We also propose a new algorithm for high utility item set mining. The new algorithm outperforms previous 

algorithms in terms of execution time. 
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1. INTRODUCTIO N 

 

Data mining is concerned with analysis of large volumes of data to automatically d iscover interesting patterns  or 

relationships which in turn leads to better understanding of the fundamental processes. The primary goal is to discover 

hidden patterns, unexpected trends in the data. Data min ing activit ies uses combination of tech niques from database 

technologies, statistics, artificial intelligence and machine learning. The term is frequently misused to mean any form of 

large-scale data or information processing. The actual data mining task is the automatic or semi-automat ic analysis of 

large quantities of data to extract previously unknown interesting patterns. Over the last two decades data mining has 

emerged as a significant research area .This is primary due to the inter-disciplinary nature of the subject and the diverse 

range of application domains in which data min ing based products and techniques are being employed. This includes 

bioinformat ics, genetics, medicine, clinical research, education, retail and marketing research. Data min ing has been 

considerably used in the analysis of customer transactions in retail research where it is termed as market basket analysis. 

Market basket analysis has also been used to identify the purchase patterns of the alpha consumer. Alpha consumers are 

people that play a key role in connecting with the concept behind the inception and design of a product. The researchers 

were concentrated on the items which are frequently purchased by the customers. Different algorithms were proposed to 

find the frequent item sets like Apriori, FP-TREE etc. Later their interest moved to the high utility item sets. Utility may 

be in any form like profit, cost, sales or any other user preferences. An item set is said to be a high utility item [3], if the 

utility of that item is greater than or equal to user specified utility. The utility is obtained by the product of internal utility 

and external ut ility. The internal utility is the quantity of each item and the external ut ility is the profit obtained on th at 

item. The most usual form that is also used in this paper is defined as a sum of products of internal and external utilities 

of present items. The goal of high utility itemset min ing is to find all itemsets that give utility greater or equal to the user 

specified threshold. 

 

The retail organizat ions stores large amounts of data regarding their sales and customers in databases. Later they view 

those databases and extract the information which they are interested in. Some organizat ions may interest in the frequent 

itemsets purchased by the customers, some may interested in the items which gives more profit to the organization. The 

organizations ext ract the informat ion required to them based on their interest from the databases. This information helps 

the organization later, to take decisions to improve their market.  

 

 1.2 Frequent Itemset Mining 

 

Frequent Itemset Mining (FIM) is a popular data mining task that is essential to a wide range of applications. Given a 

transaction database, FIM consists of discovering frequent itemsets. i.e. groups of items (itemsets) appea ring frequently 

in transactions. However, an important limitation of FIM is that it assumes that each item cannot appear more than once 

in each transaction and that all items have the same importance (weight, unit  profit  or value). These assumptions often do 

not hold in real applications. For example, consider a database of customer transactions containing informat ion about the 

quantities of items in each transaction and the unit profit of each item. FIM mining algorithms would discard this 
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informat ion and may thus discover many frequent itemsets generating a low profit and fail to discover less frequent 

itemsets that generate a high profit. 

 

1.3 High Utility Itemset Mining 

 

The problem of FIM has been redefined as High-Utility Itemset Mining (HUIM) to consider the case where items can 

appear more than once in each transaction and where each item has a weight (e.g. unit p rofit ). The goal o f HUIM is to 

discover itemsets having a high utility (e.g. generating a high profit). HUIM has a wide range of application s such as 

website click stream analysis, cross-market ing in retail stores and biomedical applications. HUIM has also inspired 

several important data mining tasks such as high-utility sequential pattern min ing and high-utility stream mining 

[10].Many studies have been carried to develop efficient HUIM algorithms. A popular approach to HUIM is to discover 

high-utility itemsets in two phases using the Transaction-Weighted-Downward closure model. Th is approach is adopted 

by algorithms such as Two-Phase, IHUP and UP Growth. These algorithms first generate a set of candidate high-utility 

itemsets by overestimat ing their utility in Phase 1. Then, in Phase 2, the algorithms perform a database scan to calculate 

the exact utility of candidates and filter low-utility itemsets. Recently, a more efficient approach was proposed in the 

HUI-Miner algorithm to mine high-utility itemsets directly using a single phase. HUI-Miner was shown to outperform 

previous algorithms and is thus the current best algorithm for HUIM. However , the task of high-utility itemset mining 

remains very costly in terms of execution time. Therefore, it remains an important challenge to design more efficient 

algorithms for this task.Our proposal is based on the observation that although HUI -Miner performs a single phase and 

thus do not generate candidates as per the definition of the two-phase model, HUI-Miner explores the search space of 

itemsets by generating itemsets and a costly join operation has to be performed to evaluate the utility of each items et. To 

reduce the number of joins that are performed, we propose a novel pruning strategy named (Approximated Utility 

based Pruning ) that can prune itemsets without having to perform joins. This strategy is easy to implement and very 

effective. We compare the performance of proposed HUIM and existing on four real-life datasets. Results show that 

proposed HUIM performs up to 95 % less join operations than existing HUIMiner and is up to six t imes faster than 

existing.We introduce our novel algorithm, which improves upon existing HUIM by being able to eliminate low-utility 

itemsets without performing jo in operations. 

 

2. RELATED WORK 

 

Table 1: Example Database 

TID TRANSACTION TU 

T1 (A,1),(C,1),(D,1) 8 

T2 (A,2),(C,6),(E,2),(G,5) 27 

T3 (A,1),(B,2),(C,1),(D,6),(E,1),(F,5) 30 

T4 (B,4),(C,3),(D,3),(E,1) 20 

T5 (B,2),(C,2),(E,1),(G,2) 11 

 

Table 2: Profit Tab le 

Item A B C D E F G 

Profit 5 2 1 2 3 1 1 

 

Definition 1: A frequent itemset is a set of items that appears at least in a pre-specified number of t ransactions. Formally, 

let I = {i1, i2, . . . , im} be a set of items and DB = {T1, T2, ..., Tn} a set of transactions where every transaction is also a 

set of items (i.e . itemset).  

Definition 2 : The utility of an item ip is a numerical value yp defined by the us er. It is transaction independent and 

reflects importance (usually profit) of the item. External utilit ies are stored in an utility table.  

Definition 3: The utility of an item set X in a transaction Ti is denoted by U(X,  Ti) & it is calcu lated as follows. For 

example ,U({AC}, T1) = U({A}, T1) + U({C}, T1 ) = 5 + 1 = 6. 

Definition 4: The utility of an item set X in D is denoted by U(X) & it is calculated as follows  

For example, U({AD}) = U({AD}, T1) + U({AD}, T3) = 7 + 17 = 24. 

Definition 5: An itemset is called a high utility itemset if its utility is no less than a user-specified minimum utility 

threshold which is denoted as min_util. Otherwise, it is called a low utility itemset 

 

3. HIGH UTILITY ITEMS ETS MINING WITHOUT CANDIDATE GENERATION  

 

Table 3: Transaction Utility Values 

Item TWU 

A 65 

B 61 
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C 96 

D 58 

E 88 

F 30 

G 38 

 

Table 4: Approximated Ut ility Based Structure (AUBS) 

Item A B C D E F 

B 30      

C 65 61     

D 38 50 58    

E 57 61 77 50   

F 30 30 30 30 30  

G 27 38 38 0 38 0 

 

In this section, we present our proposal, the new HUIM algorithm. The main procedure (A lgorithm 1) takes as input a 

transaction database with utility values and the min_util threshold. The algorithm first scans the database to calculate the 

TWU of each item. Then, the algorithm identifies the set of all items having a TWU  no less than min_util (other items 

are ignored since they cannot be part of a high-utility itemsets by Property 3).The TWU values of items are then used to 

establish a total order γ on items, which is the order of ascending TWU values. 

 

A second database scan is then performed. During this database scan, items in transactions are reordered according to the 

total order γ, the utility-list of each item iϵI ⃰  is built and our novel structure named AUBS (Approximated Utility Based 

Structure) is built. This latter structure is defined as a set  of triples of the form (a,b,c) ϵ I ⃰ x I ⃰ x R.  A triples (a,b,c) 

indicates that TWU ({a,b})=c.The AUBS can be implemented as a triangular matrix as shown in Fig. 2 (right) or as a 

hashmap of hashmaps where only tuples of the form (a,b,c) such that c≠0 are kept. In our implementation, we have used 

this latter representation to be more memory efficient because we have observed that few items co-occurs with other 

items. Build ing the AUBS is very fast (it is performed with a single database scan) and occupies a small amount of 

memory, bounded by │ I ⃰ │x │ I ⃰ │. After the construction of the AUBS, the depth-first search exploration of itemsets 

starts by calling the recursive procedure Search with the empty itemset  Ø, the set of single items I ⃰  ,min_util and the 

AUBS structure. 

Search procedure starts from single items, it recursively exp lore the search space of itemsets by appending sin gle items 

and it only prunes the ,search space based on Property 5. It can be easily seen based on Property 4 and 5 that this 

procedure is correct and complete to discover all high-utility itemsets. 

Below is the proposed algorithm: 

 
 

Fig 1. A novel a lgorithm of High Utility Itemsets Mining. 
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Fig 2 Pruning Strategy Algorithm 

 

 
 

Fig. 3 Construct Procedure 

 

4. EXPERIMENTAL WORK AND RES ULTS  

 

We performed the testing on 5 data sets from UCI repos itory. The data sets are accident, chess, pumbsb, mushrooms, 

retails. 

Following table shows execution times and memory consumption of the datasets. 

 

Table 5: Result Analysis (Execution Time Analysis) 

 
1. Accident Dataset 
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2. Retails Dataset 

 

 
3. Chess Dataset 

 

 
4. Pumsb Dataset 
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5. Mushrooms Dataset 

 

Table 6: Result Analysis  (Memory Occupation Analysis) 

 

 
1. Accident Dataset 

 

 
2. Retails Dataset 
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3. Chess Dataset 

 

 

 
4. Pumsb Dataset 

 

 
5. Mushrooms Dataset 

 

Fig. 5 Result Analysis (Execution Time Analysis) 
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Chess Dataset                    Pumsb Dataset 

 

 
Mushrooms Dataset 
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Fig. 6 Result Analysis (Memory Occupation Analysis) 

 

 
Accident Dataset                   Retails Dataset 

 

Chess Dataset                                Pumsb Dataset 

 

Mushrooms Dataset 

5.CO NCLUSIONS AND FUTURE WO RK: 

 

In this paper, we have proposed a novel data structure, utility-list, and developed an efficient algorithm, HUIMiner,  for 

high utility itemset mining. Ut ility-lists provide not only utility informat ion about itemsets but also important pruning 

informat ion for HUI-Miner. However, most candidate itemsets are not high utility and are discarded finally. HUI-Miner 

can mine high utility itemsets without candidate generation, which avoids the costly generation and utility computation of 

candidates. We have studied the performance of HUI-Miner in comparison with the state of-the-art algorithms on various 

databases. In future, we compare the performance of this algorithm with other existing algorithms of utility mining.  
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