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ABSTRACT: Stemming is the process of knowing the root word from derived form. It is one of the important operation 

in context of Information Retrieval system for search query analysis and Machine Translation System. Stemming can be 

achieved by removing affix from the transformed form of base one. For designing perspective, it is based on linguistic 

knowledge in form of rules or statistical knowledge gained from huge collection of monolingual words. This paper covers 

survey of different stemming approaches, both ruled based as well as statistical based.   
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1. INTRODUCTION 

Natural Language Processing(NLP) is a field which mainly devoted to make computer to learn human language and to 

process it intelligently. To understand a language, analysis has to be done at word level, sentence level, context level and 

discourse level. Morphological analysis comes in the base of all, as it is  first step to understand a given sentence. One of 

the tasks that can be done at morphological level is stemming.  

For any language, mostly the root words are not used in exact form to convey a message. They are always transformed 

by attaching affix to convey exact message, i.e. help, helpful, help less.  

It has been observed that most of the times the morphological variants of a word have similar semantic interpretations 

and can be considered as equivalent for the purpose of IR applications. Since a meaning is same but a word form is 

different, it is necessary to identify each word form with its base form.  

This process of retrieving  root word from conflation is known as Stemming. Stemming can be achieved by removing 

affix, either prefix or suffix from a word.   

For any machine translation system one of the important thing is to know the morphology, and stemming is 

preprocessing tool used for that.  

2. APPROACH FOR DEVELOPING STEMMER  

Stemming algorithms have been developed to convert the morphological variants of a word like "introduction", 

"introducing", "introduces" etc. to get mapped to the word "introduce". It is important to note that stemming does not 

mean to retrieve root form which is grammatically correct or availab le in dictionary.  

Some algorithms may map above words to just "introduc", but that is allowed as long as all of t hem map to the same 

word form, more popularly known as a stem form. Stemming usually refers to a crude heuristic p rocess that chops off the 

end of words in the hope of achieving this goal correctly most of the time, and often includes the removal of derivational 

affixes. For example, the word  inflations like "gone", "goes", "going" will map to a stem "go", a word "went"  will not 

map to the same stem.  

In stemming process, the errors are occurred because of over-stemming and under-stemming. Under-stemming is 

occurred when words that refer to the same concept are not reduced to the same stem. This will cause a failure in  

conflating related words[4][11]. An example of understemming in English, would be: "compile" being stemmed to 

"comp", and "compiling" to "compil".  

Over-stemming occurs when words are converted to the same stem even though they refer to distinct concepts [4]. It  

occurs in case of conflation of semantically d istant words. This can result in the conflat ion of unrelated words. For 

instance, "compile" and "compute" getting stemmed to "comp". Out of them, Over-stemming cause mislead ing to user by 

providing irrelevant result and hence need to overcome by proposed algorithm. 

There are number of algorithms have been proposed for developing stemmer, Based on the nature of algorithm they are 

mainly d ivided into two approaches 

 Rule based Approach 

 Statistical Approach 

3. RULE BAS ED APPROACH 

This category of algorithm is purely based on the morphological knowledge of language. In this approach the 

transformation ru les are designed, which may be in either substitutional form or affix removal form based on the 

language and then they are applied. The following algorithms are of this kind. 

3.1 Lovins Algorithm 

It is the first stemmer proposed by Lovins in 1968. It performs a lookup on a table of 294 endings, 29 conditions and 35 

transformation ru les and it is  set based on a longest match princip le[1].  

The algorithm first eliminate a longest suffix from a word and then word  is processed with various adjustments  main ly to 

retrieve valid word[1].  
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Lovins stemmer is a single pass algorithm. So it always removes  maximum of one suffix from a word[ 1 ].  

3.2  Porter Algorithm    

Porter (1980) proposed an algorithm for suffix stripping. It is rule based and is used for English like language which is 

less inflectional. The ru les are expressed in the form of, 

 (condition) S1 -> S2 [3] 

It is depicted from above rule that if a word having  suffix S1, then it is replaced by S2 with the given condition are 

satisfied by. Here condition usually stated in form of length of the stem (m). For example[3], 

 (m > 1) EMENT -> 

Here it is applied for  i.e. REPLACEMENT to REPLA C. This process does not eliminate suffix for the short stem where 

the stem length being specifies by m. There is no linguistic basis for this approach[ 3 ].  

3.3 Paice Algorithm 

Paice (1990)[4] proposed another stemmer  based on Table containing around 120 rules. It is an iterative algorithm  and  

arrangement of rules in table based on the last letter of a suffix. Now each repeating time, the ru le is selected based on 

last character of the word. Each rule specifies either a deletion or rep lacement of an ending[4].   

It terminate if no appropriate rule for last character of word or a word having only two letters with vowel as initial or a 

word having only three letters with consonant as initial[4].  

3.4 Advantage of Rule Based Approach: 

 It is much faster because it does not requires any preprocessing steps. 

 It is purely based on Language under consideration so more reliable compare to the corpus base d approaches, as 

statistical train ing purely based on Corpus provided. 

3.5 Disadvantage of Rule Based Approach: 

 It requires extensive knowledge of language in order to form rules.  

 For better stemmer, it requires rules to cover all morphologic form of language. Otherwise it produces undesirable 

result for uncover morphology. 

 Somet ime it is hard to formulate rules. For example, in English some past particle forms are different than 

conventional having suffix "ed". Exceptions thus need to be formulated for a set of words. 

 

4. STATIS TICAL APPROACH 

This approach is independent of Language as knowledge of the morphology of language is gained by statistical approach. 

So no need to form ru les initially as a case with Rule based Approach. In this approach statistical knowledge is obtained 

by well formed Corpus. For this approach, two sets of Corpus is formed, one for training purpose and second one used 

for testing purpose to check accuracy. 

4.1 Corpus Based Approach 

Xu and Croft (1998) proposed corpus based approach for errors found in Stemming process. [5].  

The basic idea is to generate equivalence classes for words with a classical stemmer and then separate some conflated 

words based on their co-occurrence in the corpora[5]. Because of it, the algorithm avoids incorrect conflations such as 

"policy/police". Thus it overcome Porter's Error[5].  

4.2 Goldsmith Approach 

Goldsmith (2001) proposed an algorithm for Unsupervised learning of Morphology based on heuristic and informat ion 

theory[6]. The proposed process learns stem of words based on the min imum description length (MDL) [6].  

A initial heuristic is used to define a probabilistic conflation of word and employ MDL in order to decide whether 

proposed probabilistic work are accepted or not. Apart from init ial, other incremental heuristics are used to improve the 

results.  

For experiment purpose, the Gold standard corpus is designed which has around 15000 words The results matches well 

with analysis that expressed by a Language Expert[6]. 

4.3 N gram Approach 

Mayfield and McNamee (2003) proposed single N-gram stemming algorithm. It is purely based on choosing a single N 

gram as stem for a word. It can be an effective and efficient language-neutral approach for some languages[7].  

The design of approach is to explore distribution of all N grams in a document. This approach is based on the phenomena 

that suffix are more frequently occurring part in document than stem. The idea is some of the N grams ext racted from 

word will cover only portions of the word that do not show morphological variation[7]. 

For example, the words "juggle", "juggling" and "jugglers" share the common 5-gram " juggl". And to identify the 

relationship between N gram, inverse document frequency (IDF) is used  [7]. 
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4.4 HMM based Approach 

Massimo and Nicola (2003) proposed a novel statistical method for stemmer generation based on Hidden Markov 

models[8]. It is based on unsupervised leaning with no prior knowledge or manually created training set .  

HMMs are finite-state automata with transitions defined by probability functions. Each character in a word is treated as a 

state[8].  

A HMM topology defines the number of states, the labeling of states as belonging to one of the two sets, the allowable 

initial and final states, and the allowable t ransitions. Yet  all the probability functions that constitute the HMM parameters 

need to be computed. 

The transition is controlled by Probability function. At each transition, new state emits a Symbol and associated 

probability. For any word, the optimal path from in itial state to final state provide a split of word. And character set 

before split point is considered as Stem while rest as suffix.  The authors considered three different topologies of HMM in  

their experiments[8]. Using Porter's algorithm as a baseline, they found that HMM had a tendency to over stem words[8]. 

4.5 Yet Another Suffix Stripper  

Majumder et al. (2007) developed statistical approach YASS: Yet Another Suffix Stripper. It is based on clustering 

technique formed using string distance measures and requires no linguistic knowledge[9].  

A set of string distance measures {D1,D2,D3,D4} are defined and used for clustering the words. Here the distance 

function maps a pair of string a and b to real number r, where a s maller value of r indicate greater similarity between a 

and b. 

Given two strings X = x0x1 . . . xn  and Y = y0 y1 . . . ym , we first define a Boolean function pi (for penalty) as follows:  

       

pi  = 0  if   xi = yi     0 = i = min(n, m) 

  1  otherwise 

Thus, pi is 1 only if inequality found at the ith position of X and Y. The distance functions pointed out above are used to 

cluster words into homogeneous groups. Each group is expected to represent an equivalence class consisting of 

morphological variants of a single root word [9]  

4.6 Advantage of Statistical Approach: 

 Mainly it does not need any linguistic expertise. So it can be used for Language that are not more explored (The 

resources are not available). 

 It is best suited for Language that primarily “suffixing” in nature. 

4.7 Disadvantage of Statistical Approach: 

 It is more Time consuming than Rule based as it need to perform preprocessing task.  

 Corpus size is important, as corpus size decreases, the possibility of covering most morphological variants will also 

decrease, resulting in a stemmer with poorer coverage.  

 It produce wrong stem for a word where only suffix removal is not sufficient but also require some substitut ion. For 

ex. " Loving" to "Love + ing " not " Lov + ing "[6].   

 In some cases, it is not clear what the right form for the suffix is. For ex. "churches" to be "church" plus "s" or plus 

"es" [6]. 

5. CONCLUS ION 

The stemming is one approach used in indexing process. This paper covers mainly both approaches for developing 

stemmer. The ru le based approach is used for developing aggressive stemmer, when having linguistic support  available 

for language. But it will produce both over stemming and under stemming error.  

The statistical approach is best suited for language that are not explored widely and having primarily suffixing nature. 

For this approach, there is no need of Language Expertise but they need Corpus through which statistical is acquired. So 

it is required to have corpus that cover all possible morphological variants. In order to improve the result of stemmer, 

combination of both approach means Hybrid approach is used which overcome p itfalls of both of above[19].   

 

Table 1. Analysis of Different Stemming Algorithms 

Stemming 

Algorith

m 

Advantage Disadvantage  
Applied  

Language 
Analysis 

Porter 

Stemmer 

 It is light weight 

stemmer than 

Lovins[4]
.
 

 It is time consuming 

because of five steps 

process.  

Portuguese 
Observed Understemming 

and Overstemming Error 

English 

UI is closed to Lovin but 

less OI than other 

stemmer[4] 
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Paice 

Stemmer 

 It is simpler. 

 Rules are designed for 

both removal and 

replacement. 

 It is Heavy weight 

stemmer. 

 Have higher 

Overstemming than 

others
.
[4] 

Portuguese 
Observed Understemming 

and Overstemming Error 

English Less UI than other 

Goldsmith 

Approach 

 Does not need any 

language knowledge. 

 Used for More 

Morphologically rich 

language 

 Mainly dependent on 

cleanliness of Corpus. 

 Execution time is 

higher for larger 

corpus at initial stage.  

Telugu F-score around 92% 

Hindi F score around 94% [10] 

N-Gram 

Approach 

 Does not need any 

language knowledge. 

 Performance penalty is 

obvious. 

 Disk usage is High 

Marathi Accuracy around 82.5% 

HMM based 

Stemmer 

 Does not need any 

language knowledge 
 Overstemmed a word  English 

Retrieval effictiveness is 

same as Porter [8]  

YASS 

 Use statistical 

Approach. 

 Best suited for 

Language that are 

primarily suffixing in 

nature 

 Corpus size does 

matter for covering 

variants. 

 Handling excessive 

conflation 

Bengali 
Achieved F score around 

83%[9] 
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