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Abstract — Human action recognition is one of the most important technology in computer vision .  Human action 

recognition is the process of labeling image sequences with action labels. There are many methods of human action 

recognition are exist. The human action recognition  faces many problems such as intensity variations, dynamic 

background, aging ,partial occlusion . We first collects the dataset (using KTH dataset) which is having number of 

classes and video sequences in real time. Interest points and cuboid extraction is done by Dolla’r et al  method. Discrete 

wavelet transform and PCA are used to increase accuracy of the system. It has wide application such as security 

(pedestrian detection),surveillance (behavior analysis), , control (human-computer interfaces), content based video 

retrieval, patient monitoring system etc 

 
Keywords- STI’Point cuboids, DWT ,PCA, Classification.  

 

I. INTRODUCTION 

 

In the tradit ional v ideo surveillance systems, the video captured would be displayed on monitor in  control room 

and it requires continuous attention to monitor the video for any abnormal activ ities. But due to increasing terrorist 

attacks and other criminal issues the demand for video surveillance systems  for getting more accuracy. For recording 

daily activit ies people using digital cameras nowadays and this brings the improvement of video sources on the internet, 

and also causes the problems of how to classify newly generated video sequences according to their action classes and 

how to categorize existing video sources. Distributing these videos for processing is a time -consuming if it  is done 

manually. To overcome this problem we used automated video surveillance system.  

A computer automatically tells us what is happening in  the scene and it identify  different human act ions and 

explore the problem of human action categorizat ion in  video sequences. Our interest is to design an algorithm that 

permits computer to learn models for human actions. Then, from novel video, the algorithm should be able to decide 

which human action is present in the sequence. Furthermore, we look for means to provide a rough indication of where 

the action is being performed. 

Its challenging problem is actions can be performed by subjects of different size, appearance and pose. The 

problem is compounded by the inevitable occlusion, illumination change, shadow, and camera movement. Action 

recognition is combination of feature ext raction and classification of image representation. Video recognition still 

requires some improvement, specifically for movies due to variation present in scene like clothing, posture, dynamic 

background etc.  

In our system act ion is recognized by using features like interest points and cuboids. The project will be used 

mainly for automated intelligent surveillance systems or applications include behavior recognition and content based 

searching of videos like healthcare autonomous robotic systems. 

  

II. RELATED WORK 

 

Lots of work have been done in  human act ion recognition and localization to save manual effort  and to increase 

processing efficiency. Existing human action recognition methods can be broadly classified into: flow based , spatio -

temporal shape template based , interest points based , and tracking based. Flow based approaches construct action 

templates based on the optical flow computation [4, 5]. Spatio -temporal shape template based  require h ighly detailed 

silhouettes to be extracted, which may not be possible given a real-world noisy video input. The computational cost of 

space-time volume based approaches is not acceptable. Tracking based approaches [16, 1, 15, 19] mostly fail on a noisy 

dataset such as the KTH dataset, which is featured with strong shadows, low resolution and camera movement provides 

clean silhouette extract ion not possible.  

Schuldt et al. [11] tells to represent action using 3-D space-time interest points detected from video.  The 

detected points are clustered to form a d ictionary of v ideo-words and  the sequence of action is represented by Bag of 

Words. Zhang et al. [20] proposed the concept of motion context to capture both spatial and temporal distribution of 

video-words. 

To utilize the global informat ion of the subject subtracted from video data, for example the correlating optical 

flow measurements from low-resolution videos proposed by Efros et al. [4],which segment and stabilize each human 

figure and annotate each action in the resulted spatial temporal volume. To t rack the body parts and use the motion 
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trajectories to discriminate different actions defined by the author A. Yilmaz and Y. Song [6]. Certain feature points are 

located in a frame-by-frame manner, and the tracks of these points show many discriminative properties, such as 

position, velocities, and appearance. However, the methods mentioned by Efros et al. and A. Yilmaz  et al. are sensitive 

to partial occlusion and use much unnecessary  informat ion that is computationally expensive.  

The space-time interest point detectors proposed by Laptev [8] and Dolla´r [1]. Laptev [8] propose a space-time 

interest point detector to detects local structures in space-time where the image values have significant local variat ions in 

both space and time. Dolla´r et al. [1] proposed the system which gives set of separable linear filters detecting interest 

points with strong motion and respond to complex mot ion of local reg ions and the space -time corners. It detects large 

number o f interest points than Laptev’s approach, which  makes it  more reliable with limited  frames.Motion history 

images that capture motion and shape to represent actions proposed by Bobick and Davis. It introduced the global 

descriptors motion energy image and motion history image, which matched to stored models of known actions. Blank et 

al. represent actions as space-time shapes and extract space-time features for action  recognition, Similarly, this approach 

relies on the restriction of static backgrounds which allows them to segment the foreground using background 

subtraction. 

 

III. PROPOS ED S YSTEM 

 

 

 
Fig.1 Action Recognition Framwork. 

 

The human act ion recognition process divided into two phases: training and testing. In  train ing  phase as shown 

in fig. the interest points and cuboids are ext racted around the interest points. The descriptors gives structural distribution 

of interest points. after that descriptors from all sequence are gathers together for clustering which uses Euclidean 

distance as a clustering matrix.  The centers of cluster represented as  video words and forms the codebook. The 

codebook of each feature descriptor is utilized to create model representing the characteristics of each class of training 

sequence. 
In testing sequence, process is same to ext ract interest points, build descriptors, and assign codebook as those 

during training phase. Then SVM and K nearest neighbor(KNN) classifiers are used to classify probable action type 

according to training sequence model, and calculate accuracy of recognition. 

 

3.1 Interest point Detection:  

             Interest points are local spatio-temporal features descriptive of the action captured in a video which will be 

described by variations in intensity .interest point features obtained from local video patches  .Interest points providing a 

rich description and powerful representation of human actions. various interest point detection methods, the Dollar et al. 

[3] is most widely used for action recognition. The intensity variations in the temporal domain are detected using Gabor 

filtering. The interest point detection in the spatial domain is based on the detection o f corners, such as [8, 9]. Corners are 

defined as regions where the local grad ient vectors point in orthogonal directions.  

The response function is as follows,  
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Where g(x,y:σ) is the 2D Gaussian smoothing kernel, h
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          2D Gaussian smoothing filter is applied on to the spatial dimensions. Interest points of 2D images used for image 

matching and retrieval, recognition, classification and 3D images is STIP which is usually used for activity or ev ent 

recognition. The response function is depends upon τ and σ.The space-time interest points are extracted around the local 

maxima of the response function. 

A cuboid contains the spatio-temporally windowed pixel values. the information which contains in cuboid is 

used to form descriptor for training set. The size of cuboid is near about six times the scale at  which they were detected. 

The ext raction of cuboids min imizes preprocessing steps such as foreground subtract ion, figure tracking and align ment, 

etc 

3.2 Features descriptor method: 

Once spatio temporal interest points are detected, description methods are applied on cuboids to extract 

informat ion which are present in it. There are various methods of descriptors such as 3D gradient  ,transform base 

descriptors. In this paper discrete wavelet transform is used.  

3.2.1 Discrete Wavelet Transform: 

DWT decomposes a discrete signal into a set of discrete basis functions (wavelets) and it captures both the 

frequency information and the space information .among all transform techniques, Wavelet Transform has the best 

performance by localizing in frequency and also in space.  The used of wavelets in detecting local propert ies of images in 

content based image retrieval. the main advantage of wavelet transform is th e removal of redundancy between 

neighboring pixels. Discrete Wavelet Transform is a multi-resolution de-compositions that can be used to analyze signals 

and images.[21] 

A  set of wavelets can be derived from  x , 

ba, (x)=
a

1
 







 

a

bx
 ,(a,bR,a>0)                      (2) 

Where a is dilat ion parameter and b is translation parameter.  

Wavelet transform is its symmetric nature that is both the forward and the inverse t ransform has the same 

complexity, building fast compression and decompression routines and very good energy compaction capabilit ies,  high 

compression ratio etc. 

3.3 Codebook formation: 

With descriptors PCA is changes original dimens ions of descriptors to low space. To create codebook, k means 

clustering is used  to assign low dimensional descriptors to nearest clusters so that to min imize overall distortion. 

codebook is group of features which required for classify the objects. The size of codebook is an input parameter for K-

means clustering. 

 3.4 Classification method: 

The K-NN algorithm is a classificat ion method based on the K (predefined constant), closest training data in the 

feature space. A vector is classified to one label which is the most frequent  label among K nearest training vectors. K-NN 

classification decision is based on K neighborhood vectors, therefore K -NN can be easily used in multi-modal 

classification. K-NN is a simple model with few parameters and the computation time for testing phase  is independent of 

the number of classes. Here I used DWT of the s mall image blocks as feature selection, and apply K -NN as the classifier 

for human action recognition.  

Here used the KNN classifier for multip le actions classifications as Hand Waving, Clap ping, Boxing, Running, 

Walking, Jogging. Which gives much more efficiency than other Classifiers. KNN classifiers are adopted to classify each  

testing sequence to the most probable action  type according to the model built in  the training phase, and the c orrectly 

classified sequences against all sequences give the more recognition accuracy. 
 

IV. EXPERIMENTAL RES ULTS  

 

4.1KTH Dataset: 

It contains 600 v ideo sequences and each video has only one action. The dataset consists of six actions (Boxing, 

Running, Walking, Handclapping, Hand waving, and Jogging)  performed  by 25 subjects in different scenarios[1]. 

Categorized into two groups: one is hand motions while the other group is leg motions. Fig. shows the KTH dataset. 
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Some motions are difficu lt to recognize such as  running and jogging for that we follows training and testing  dataset 

division. For each sequence, only the first 300 frames are selected because actions are performed periodically.  

 
Fig.2 KTH data for each action  

 

The proposed system is implemented using MATLAB 8.2.0.  All testing is performed on an Intel (R) core (TM) 

i3 CPU @2.40 GHz PC with 2GB of RAM running the Windows 7 operating system. Each component of the system is 

tested individually to accurately analyze.  

Firstly the train ing is done for the different actions by extracting the ST Features with using DWT as feature 

Descriptor and followed by PCA for dimension reduction. And generated the final codebook Array fo r the input video 

stream. And in testing phase the the same procedure as in  training is followed  and K-NN classifier is used to classify the 

different actions. As shown in the figures. 

 
Fig.3 Illustration of the location of the extracted spatial temporal interest points for action ‘Hand Waving’ 
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Fig.4 Cuboids extracted for the Hand Waving action 

V. CONCLUS ION 

 

The experimental results gives more reliability and efficiency in human action recognition, and also indicate the 

potential o f t ransformat ion techniques in spatiotemporal video event analysis. Modeling global spatial and temporal 

distribution of interest points for more accurate and robust action recognition. Our model is able to capture s mooth 

motions, robust to view changes and occlusions, and with a low computation cost. Our experiments on the KTH datasets 

which contains different actions. One way in raising accuracy is to combine some structural information of each action 

by means of descriptor fusion. We can improve in the performance of clustering methods and classification algorithms 

are also desirable. 
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